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Existence and uniqueness of entropy solution for some
nonlinear elliptic unilateral problems in
Musielak-Orlicz-Sobolev spaces

Mohammed Al-Hawmi, Abdelmoujib Benkirane, Hassane Hjiaj,
and Abdelfattah Touzani

Abstract. In this paper, we study the existence and uniqueness of entropy solution for some

quasilinear degenerate elliptic unilateral problems of the type{
−div a(x,∇u) = f in Ω,
u = 0 on ∂Ω,

in the Musielak-Orlicz-Sobolev spaces W 1
0Lϕ(Ω), with f ∈ L1(Ω) and by assuming that the

conjugate function of the Musielak-Orlicz function ϕ(x, t) satisfies the ∆2−condition. An ex-

ample of such equation is given by{
−div

(
|∇u|p(x)−2 logσ(1 + |∇u|) ∇u

)
= f in Ω,

u = 0 on ∂Ω,
(1)

for 1 ≤ p(x) <∞ and 0 < σ <∞.

2010 Mathematics Subject Classification. 35J62, 35J25.

Key words and phrases. Musielak-Orlicz-Sobolev spaces, quasilinear degenerate elliptic

equations, unilateral problem, entropy solutions, truncations.

1. Introduction

Let Ω be a bounded open subset of IRN (N ≥ 2), with smooth boundary conditions.

For 2 − 1
N < p < N, Boccardo and Gallouët have studied in [11] the elliptic

problem of the type {
Au = f in Ω,
u = 0 on ∂Ω,

where Au = −div a(x, u,∇u) is a Leray-Lions operator from W 1,p
0 (Ω) into its dual,

and f is a bounded Radon measure on Ω. They have proved the existence of solutions

u ∈W 1,q
0 (Ω) for all 1 < q < q̄ = N(p−1)

N−1 . Also they proved some regularity results.

Aharouch and Bennouna have treated in [1] the quasilinear elliptic of unilateral
problem {

−div (a(x,∇u)) = f in Ω,
u = 0 on ∂Ω,

(2)

Received March 17, 2015.
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where f ∈ L1(Ω). They have proved the existence and uniqueness of entropy solu-
tions in the framework of Orlicz Sobolev spaces W 1

0LM (Ω) without assuming the
∆2−condition on the N−function M of the Orlicz spaces, (see also. [6, 7, 13]).

In [5], Bendahmane and Wittbold have proved existence and uniqueness of a renor-
malized solution to the nonlinear elliptic equation{

−div
(
|∇u|p(x)−2∇u

)
= f in Ω,

u = 0 on ∂Ω,
(3)

where the right-hand side f ∈ L1(Ω) and the exponent p(·) : Ω 7→ (1,+∞) is
continuous, for some related results we refer to [2, 4, 12, 22].

In the recent years, Musielak-Orlicz-Sobolev spaces have attracted the attention of
mainly researchers, the impulse for this manly comes from there physical applications,
such in electro-rheological fluids, (see [23]). The purpose of this paper is to prove the
existence and uniqueness of entropy solutions for some quasilinear unilateral elliptic
problem of the form {

Au = f in Ω,
u = 0 on ∂Ω,

(4)

in Musielak-Orlicz-Sobolev spaces, where f ∈ L1(Ω) and A : D(A) ⊂ W 1
0Lϕ(Ω) 7→

W−1Lψ(Ω) is the Leray-Lions operator defined as:

A(u) = −div a(x,∇u),

by assuming that the conjugate function of Musielak-Orlicz function ϕ(x, t) satisfies
∆2-condition, and by using corollary 1 of [9] to construct a complementary system
(W 1

0Lϕ(Ω),W 1
0Eϕ(Ω); W−1Lψ(Ω), W−1Eψ(Ω)).

Note that, the second author has studded in [9] the existence of solution for the
problem (4) where f is assumed to be in the dual, and only strict monotonicity is
assumed, we refer also to [19] for the elliptic case with large monotonicity, and the
interesting works of Gwiazda el al. [16, 17, 18] in the generalized Orlicz Sobolev spaces,
also [14] where the author has proved the Poincaré inequality under the ∆2−condition.

This paper is organized as follows. In the section 2 we recall some definitions
and basic properties of Musielak-Orlicz-Sobolev. We introduce in the section 3 the
assumptions on a(x, ξ) under which our problem has at least one solution. The
section 4 contains some useful lemmas for proving our main results. The section 5
will be devoted to show the existence and uniqueness of entropy solutions for our
main problem (4).

2. Preliminaries

In this section, we introduce some definitions and known facts about Musielak-
Orlicz-Sobolev spaces. The standard reference is [24].

2.1. Musielak-Orlicz function. Let Ω be an open bounded subset of IRN (N ≥ 2)
with smooth boundary conditions, and let ϕ(x, t) be a real-valued function defined
on Ω× IR+, and satisfying the following two conditions :
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(a): ϕ(x, ·) is an N -function, i.e. convex, nondecreasing, continuous, ϕ(x, 0) = 0,
ϕ(x, t) > 0 for all t > 0, and :

lim
t→0

sup
x∈Ω

ϕ(x, t)

t
= 0 , lim

t→∞
inf
x∈Ω

ϕ(x, t)

t
=∞,

(b): ϕ(·, t) is a measurable function.
A function ϕ(x, t) which satisfies conditions (a) and (b) is called a Musielak-Orlicz
function.
For every Musielak-Orlicz function ϕ(x, t), we set ϕx(t) = ϕ(x, t) and let ϕ−1

x (t) the
reciprocal function with respect to t of ϕx(t), i.e.

ϕ−1
x (ϕ(x, t)) = ϕ(x, ϕ−1

x (t)) = t.

For any two Musielak-Orlicz functions ϕ(x, t) and γ(x, t), we introduce the following
ordering:

(c): If there exist two positive constants c and T such that for almost everywhere
x ∈ Ω :

ϕ(x, t) ≤ γ(x, ct) for t ≥ T,
we write ϕ ≺ γ, and we say that γ dominate ϕ globally if T = 0, and near infinity
if T > 0.

(d): For every positive constant c and almost everywhere x ∈ Ω, if

lim
t→0

(sup
x∈Ω

ϕ(x, ct)

γ(x, t)
) = 0 or lim

t→∞
(sup
x∈Ω

ϕ(x, ct)

γ(x, t)
) = 0,

we write ϕ ≺≺ γ at 0 or near ∞ respectively, and we say that ϕ increases
essentially more slowly than γ at 0 or near ∞ respectively.

The Musielak-Orlicz function ψ(x, t) complementary to (or conjugate of) ϕ(x, t),
in the sense of Young with respect to the variable t, is given by

ψ(x, s) = sup
t≥0
{st− ϕ(x, t)}, (5)

and we have

st ≤ ψ(x, s) + ϕ(x, t) ∀s, t ∈ IR+. (6)

The Musielak-Orlicz function ϕ(x, t) is said to satisfy the ∆2−condition if, there
exists k > 0 and a nonnegative function h(·) ∈ L1(Ω), such that

ϕ(x, 2t) ≤ kϕ(x, t) + h(x) a.e. x ∈ Ω,

for large values of t, or for all values of t.

2.2. Musielak-Orlicz Lebesgue spaces. In this paper, the measurability of a
function u : Ω 7→ IR means the Lebesgue measurability.
We define the functional

%ϕ,Ω(u) =

∫
Ω

ϕ(x, |u(x)|) dx,

where u : Ω 7→ IR is a measurable function. The set

Kϕ(Ω) = {u : Ω 7−→ IR measurable / %ϕ,Ω(u) < +∞}
is called the Musielak-Orlicz class (or the generalized Orlicz class). The Musielak-
Orlicz spaces (or the generalized Orlicz spaces) Lϕ(Ω) is the vector space generated
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by Kϕ(Ω), that is, Lϕ(Ω) is the smallest linear space containing the set Kϕ(Ω);
equivalently

Lϕ(Ω) =
{
u : Ω 7−→ IR measurable / %ϕ,Ω(

|u(x)|
λ

) < +∞, for some λ > 0
}
.

In the space Lϕ(Ω), we define the following two norms:

||u||ϕ,Ω = inf
{
λ > 0 /

∫
Ω

ϕ(x,
|u(x)|
λ

) dx ≤ 1
}
,

which is called the Luxemburg norm, and the so-called Orlicz norm is given by:

|||u|||ϕ,Ω = sup
||v||ψ,Ω≤1

∫
Ω

|u(x)v(x)| dx,

where ψ(x, t) is the Musielak-Orlicz function complementary (or conjugate) to ϕ(x, t).
These two norms are equivalent on the Musielak-Orlicz space Lϕ(Ω).

The closure in Lϕ(Ω) of the bounded measurable functions with compact support

in Ω is denoted by Eϕ(Ω). It is a separable space and (Eϕ(Ω))∗ = Lψ(Ω).
We have Eϕ(Ω) = Kϕ(Ω) if and only if Kϕ(Ω) = Lϕ(Ω) if and only if ϕ(x, t) has

the ∆2−condition for large values of t, or for all values of t.

2.3. Musielak-Orlicz-Sobolev spaces. We now turn to the Musielak-Orlicz-Sobolev
space W 1Lϕ(Ω) (resp. W 1Eϕ(Ω)) is the space of all measurable functions u such that
u and its distributional derivatives up to order 1 lie in Lϕ(Ω) (resp. Eϕ(Ω)). Let
α = (α1, α2, . . . , αn) with nonnegative integers αi, |α| = |α1| + |α2| + ... + |αn| and
Dαu denotes the distributional derivatives.
We define the convex modular and the norm on the Musielak-Orlicz-Sobolev spaces
W 1Lϕ(Ω) respectively by,

%ϕ,Ω(u) =
∑
|α|≤1

%ϕ,Ω(Dαu) and ||u||1,ϕ,Ω = inf
{
λ > 0 : %ϕ,Ω(

u

λ
) ≤ 1

}
,

for any u ∈W 1Lϕ(Ω).
The pair 〈W 1Lϕ(Ω), ||u||1,ϕ,Ω〉 is a Banach space if ϕ satisfies the following condition

there exists a constant c > 0 such that inf
x∈Ω

ϕ(x, 1) ≥ c.

The spacesW 1Lϕ(Ω) andW 1Eϕ(Ω) can be identified with subspaces of the product
of n + 1 copies of Lϕ(Ω). Denoting this product by ΠLϕ(Ω), we will use the weak
topologies σ(ΠLϕ(Ω),ΠEψ(Ω)) and σ(ΠEψ(Ω),ΠLϕ(Ω)).

The space W 1
0Eϕ(Ω) is defined as the (norm) closure of the Schwartz space D(Ω)

in W 1Eϕ(Ω), and the space W 1
0Lϕ(Ω) as the σ(ΠLϕ(Ω),ΠEψ(Ω)) closure of D(Ω) in

W 1Lϕ(Ω), (for more details on Musielak-Orlicz-Sobolev spaces we refer to [24]).

2.4. Dual space. Let W−1Lψ(Ω) (resp. W−1Eψ(Ω)) denotes the space of distribu-
tions on Ω which can be written as sums of derivatives of order ≤ 1 of functions in
Lψ(Ω) (resp. Eψ(Ω)). It is a Banach space under the usual quotient norm.

If ψ(x, t) has the ∆2−condition, then the space D(Ω) is dense in W 1
0Lϕ(Ω) for the

topology σ(ΠLϕ(Ω),ΠLψ(Ω)) (see corollary 1 of [9]).
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3. Essential assumptions

Let Ω be a bounded open subset of IRN (N ≥ 2) with smooth boundary conditions.
Let ϕ(x, t) be a Musielak-Orlicz function and ψ(x, t) the Musielak-Orlicz function
complementary (or conjugate) to ϕ(x, t). We assume here that ψ(x, t) satisfying the
∆2−condition near infinity, therefore Lψ(Ω) = Eψ(Ω).
We assume that there exists an Orlicz function M(t) such that M(t) ≺ ϕ(x, t) near
infinity, i.e. there exist two constants c > 0 and T ≥ 0 such that

M(t) ≤ ϕ(x, ct) a.e. in Ω for t ≥ T. (7)

Let Ψ(·) be a measurable function on Ω, such that

Ψ+(·) ∈W 1
0Lϕ(Ω) ∩ L∞(Ω),

and we consider the convex set

KΨ =
{
v ∈W 1

0Lϕ(Ω) such that v ≥ Ψ a.e. in Ω
}
.

The Leray-Lions operator A : D(A) ⊂W 1
0Lϕ(Ω) 7−→W−1Lψ(Ω) given by

A(u) = −div a(x,∇u)

where a : Ω × IRN 7−→ IR is a Carathéodory function (measurable with respect to x
in Ω for every ξ in IRN , and continuous with respect to ξ in IRN for almost every x
in Ω) which satisfies the following conditions

|a(x, ξ)| ≤ β
(
K(x) + k1ψ

−1
x (ϕ(x, k2|ξ|))

)
, (8)(

a(x, ξ)− a(x, ξ∗)
)
·
(
ξ − ξ∗

)
> 0 for ξ 6= ξ∗, (9)

a(x, ξ) · ξ ≥ α ϕ(x, |ξ|), (10)

for a.e. x ∈ Ω and all ξ ∈ IRN , where K(x) is a nonnegative function lying in Eψ(Ω)
and α, β > 0 and k1, k2 ≥ 0.
We consider the quasilinear unilateral elliptic problem{

−div a(x,∇u) = f in Ω,
u = 0 in ∂Ω,

(11)

with f ∈ L1(Ω). We study the existence of entropy solution in the Musielak-Orlicz-
Sobolev spaces.

4. Some technical lemmas

Now, we present some lemmas useful in the proof of our main results.

Lemma 4.1. (see [20], Theorem 13.47) Let (un)n be a sequence in L1(Ω) and u ∈
L1(Ω) such that

(i): un → u a.e. in Ω,
(ii): un ≥ 0 and u ≥ 0 a.e. in Ω,

(iii):

∫
Ω

un dx→
∫

Ω

u dx,

then un → u in L1(Ω).

Lemma 4.2. Assuming that (8)−(10) hold, and let (un)n be a sequence in W 1
0Lϕ(Ω)

such that
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(i): un ⇀ u weakly in W 1
0Lϕ(Ω) for σ(ΠLϕ(Ω),ΠEψ(Ω)),

(ii): (a(x,∇un))n is bounded in (Lψ(Ω))N = (Eψ(Ω))N ,
(iii): Let Ωs =

{
x ∈ Ω, |∇u| ≤ s

}
and χs his characteristic function, with∫

Ω

(a(x,∇un)− a(x,∇uχs)) · (∇un −∇uχs) dx −→ 0 as n, s→∞, (12)

then ϕ(x, |∇un|) −→ ϕ(x, |∇u|) in L1(Ω) for a subsequence.

Proof. Taking s ≥ r > 0, we have :

0 ≤
∫

Ωr

(a(x,∇un)− a(x,∇u)) · (∇un −∇u) dx

≤
∫

Ωs

(a(x,∇un)− a(x,∇u)) · (∇un −∇u) dx

=

∫
Ωs

(a(x,∇un)− a(x,∇uχs)) · (∇un −∇uχs) dx

≤
∫

Ω

(a(x,∇un)− a(x,∇uχs)) · (∇un −∇uχs) dx.

(13)

thanks to (12), we obtain

lim
n→∞

∫
Ωr

(a(x,∇un)− a(x,∇u)) · (∇un −∇u) dx = 0. (14)

Using the same argument as in [15], we claim that,

∇un −→ ∇u a.e. in Ω. (15)

On the other hand, we have∫
Ω

a(x,∇un) · ∇un dx =

∫
Ω

(a(x,∇un)− a(x,∇uχs)) · (∇un −∇uχs) dx

+

∫
Ω

a(x,∇uχs) · (∇un −∇uχs) dx+

∫
Ω

a(x,∇un) · ∇uχs dx.
(16)

For the second term on the right-hand side of (16), having in mind that ψ(x, s)
verify ∆2−condition, then Lψ(Ω) = Eψ(Ω), and thanks to (8) we have a(x,∇uχs) ∈
(Eψ(Ω))N .Moreover, we have∇un ⇀ ∇u weakly in (Lϕ(Ω))N for σ(ΠLϕ(Ω),ΠEψ(Ω)),
then

lim
s,n→∞

∫
Ω

a(x,∇uχs) · (∇un −∇uχs) dx = lim
s→∞

∫
Ω

a(x,∇uχs) · (∇u−∇uχs) dx

= lim
s→∞

∫
Ω/Ωs

a(x, 0) · ∇u dx = 0.

(17)
Concerning the last term on the right-hand side of (16), since (a(x,∇un))n is bounded
in (Eψ(Ω))N and using (15), we obtain

a(x,∇un) ⇀ a(x,∇u) weakly in (Eψ(Ω))N for σ(ΠEψ(Ω),ΠLϕ(Ω)),

which implies that

lim
s,n→∞

∫
Ω

a(x,∇un) · ∇uχs dx = lim
s→∞

∫
Ω

a(x,∇u) · ∇uχs dx

=

∫
Ω

a(x,∇u) · ∇u dx.
(18)
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By combining (12) and (16)− (18), we conclude that∫
Ω

a(x,∇un) · ∇un dx −→
∫

Ω

a(x,∇u) · ∇u dx as n→∞. (19)

On the other hand, we have ϕ(x, |∇un|) ≥ 0 and ϕ(x, |∇un|) → ϕ(x, |∇u|) a.e. in
Ω, by using the Fatou’s Lemma we obtain∫

Ω

ϕ(x, |∇u|) dx ≤ lim inf
n→∞

∫
Ω

ϕ(x, |∇un|) dx. (20)

Moreover, since a(x,∇un) · ∇un − αϕ(x, |∇un|) ≥ 0 and

a(x,∇un) · ∇un − αϕ(x, |∇un|) −→ a(x,∇u) · ∇u− αϕ(x, |∇u|) a.e. in Ω,

Thanks to Fatou’s Lemma, we get∫
Ω

a(x,∇u) · ∇u− αϕ(x, |∇u|) dx ≤ lim inf
n→∞

∫
Ω

a(x,∇un) · ∇un − αϕ(x, |∇un|) dx,

using (19), we obtain∫
Ω

ϕ(x, |∇u|) dx ≥ lim sup
n→∞

∫
Ω

ϕ(x, |∇un|) dx. (21)

By combining (20) and (21), we deduce∫
Ω

ϕ(x, |∇un|) dx −→
∫

Ω

ϕ(x, |∇u|) dx as n→∞. (22)

In view of Lemma 4.1, we conclude that

ϕ(x, |∇un|) −→ ϕ(x, |∇u|) in L1(Ω), (23)

which finishes our proof.

5. Main results

Let k > 0, we define the truncation function Tk(·) : IR 7−→ IR by

Tk(s) =

{
s if |s| ≤ k,

k
s

|s|
if |s| > k.

Definition 5.1. A measurable function u is called an entropy solution of the quasi-
linear unilateral elliptic problem (11) if

Tk(u) ∈ KΨ for any k > ‖Ψ+‖∞,∫
Ω

a(x,∇u) · ∇Tk(u− v) dx ≤
∫

Ω

fTk(u− v) dx ∀v ∈ KΨ ∩ L∞(Ω).
(24)

Theorem 5.1. Assuming that (7) − (10) hold, and f ∈ L1(Ω), Then, the problem
(11) has a unique entropy solution.

5.1. Existence of entropy solution.
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Step 1 : Approximate problems. Let (fn)n∈IN ∈W−1Eψ(Ω)∩L∞(Ω) be a sequence of
smooth functions such that fn → f in L1(Ω) and |fn| ≤ |f | (for example fn = Tn(f)).
We consider the approximate problem

(Pn)


un ∈ KΨ,∫

Ω

a(x,∇un) · ∇(un − v) dx ≤
∫

Ω

fn(un − v) dx for any v ∈ KΨ ∩ L∞(Ω).

(25)
Let X = KΨ, we define the operator A : X 7−→ X∗ by

〈Au, v〉 =

∫
Ω

a(x,∇u) · ∇v dx ∀v ∈ KΨ.

Using (6), we have for any u, v ∈ KΨ,∣∣∣ ∫
Ω

a(x,∇u) · ∇v dx
∣∣∣ ≤ ∫

Ω

β
(
K(x) + k1ψ

−1
x (ϕ(x, k2|∇u|))

)
|∇v| dx

≤ β
∫

Ω

ψ(x,K(x)) dx+ βk1

∫
Ω

ϕ(x, k2|∇u|) dx+ β(1 + k1)

∫
Ω

ϕ(x, |∇v|) dx.

(26)

Lemma 5.2. The operator A acted from W 1
0Lϕ(Ω) in to W−1Lψ(Ω) = W−1Eψ(Ω) is

bounded and pseudo-monotone. Moreover,A is coercive in the following sense : there
exists v0 ∈ KΨ such that

〈Av, v − v0〉
||v||1,ϕ,Ω

−→∞ as ||v||1,ϕ,Ω →∞ for v ∈ KΨ.

Proof of Lemma 5.2. In view of (26), the operator A is bounded. For the coercivity,
let ε > 0, we have for v0 ∈ KΨ and any v ∈W 1

0Lϕ(Ω)∣∣〈Av, v0〉
∣∣ ≤ ∫

Ω

∣∣a(x,∇v)
∣∣ ∣∣∇v0

∣∣ dx ≤ β ∫
Ω

(K(x) + k1ψ
−1
x (ϕ(x, k2|∇v|)))|∇v0| dx

≤ β
∫

Ω

K(x)|∇v0| dx+ βk1ε

∫
Ω

ψ−1
x (ϕ(x, k2|∇v|))

1

ε
|∇v0| dx

≤ β
∫

Ω

ψ(x,K(x))dx+ β

∫
Ω

ϕ(x, |∇v0|)dx+ βk1ε

∫
Ω

ϕ(x, k2|∇v|) dx

+βk1ε

∫
Ω

ϕ(x,
1

ε
|∇v0|) dx

≤ cε
∫

Ω

ϕ(x, |∇v|)dx+ β(k1ε+ 1)

∫
Ω

ϕ(x, (
1

ε
+ 1)|∇v0|) dx+ C1,

with cε is a constant depending on ε. By taking ε small enough such that cε ≤ α
2 ,

we obtain

〈Av, v0〉 ≤
α

2

∫
Ω

ϕ(x, |∇v|)dx+ β(k1ε+ 1)

∫
Ω

ϕ(x, (
1

ε
+ 1)|∇v0|) dx+ C1.

On the other hand, in view of (10), we have

〈Av, v〉 =

∫
Ω

a(x,∇v) · ∇v dx ≥ α
∫

Ω

ϕ(x, |∇v|) dx.
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Therefore

〈Av, v − v0〉
||v||1,ϕ,Ω

=
〈Av, v〉 − 〈Av, v0〉

||v||1,ϕ,Ω

≥
α

∫
Ω

ϕ(x, |∇v|) dx− α

2

∫
Ω

ϕ(x, |∇v|)dx− β(k1ε+ 1)

∫
Ω

ϕ(x, (
1

ε
+ 1)|∇v0|) dx+ C1

‖v‖1,ϕ,Ω

=

α

2

∫
Ω

ϕ(x, |∇v|) dx− β(k1ε+ 1)

∫
Ω

ϕ(x, (
1

ε
+ 1)|∇v0|) dx+ C1

‖v‖1,ϕ,Ω
−→∞

as ‖v‖1,ϕ,Ω goes to infinity.
It remains to show that A is pseudo-monotone. Let (uk)k be a sequence in W 1

0Lϕ(Ω)
such that 

uk ⇀ u in W 1
0Lϕ(Ω) for σ(ΠLϕ(Ω),ΠEψ(Ω)),

Auk ⇀ χ in W−1Eψ(Ω) for σ(ΠEψ(Ω),ΠLϕ(Ω)),
lim sup
k→∞

〈Auk, uk〉 ≤ 〈χ, u〉.
(27)

We will prove that

χ = Au and 〈Auk, uk〉 → 〈χ, u〉 as k →∞.

Firstly, since W 1
0Lϕ(Ω) ↪→↪→ Eϕ(Ω), then uk → u in Eϕ(Ω) for a subsequence still

denoted (uk)k.
As (uk)k is a bounded sequence in W 1

0Lϕ(Ω) and thanks to the growth condition
(8), it follows that (a(x,∇uk))k is bounded in (Eψ(Ω))N . Therefore, there exists a
function ξ ∈ (Eψ(Ω))N such that

a(x,∇uk) ⇀ ξ in (Eψ(Ω))N for σ(ΠEψ(Ω),ΠLϕ(Ω)) as k →∞. (28)

It is clear that, for all v ∈W 1
0Lϕ(Ω), we have

〈χ, v〉 = lim
k→∞

〈Auk, v〉 = lim
k→∞

∫
Ω

a(x,∇uk) · ∇v dx =

∫
Ω

ξ · ∇v dx. (29)

By using (27) and (29), we obtain

lim sup
k→∞

〈Auk, uk〉 = lim sup
k→∞

∫
Ω

a(x,∇uk) · ∇uk dx ≤
∫

Ω

ξ · ∇u dx. (30)

On the other hand, thanks to (9), we have∫
Ω

(
a(x,∇uk)− a(x,∇u)

)
· (∇uk −∇u) dx ≥ 0, (31)

then∫
Ω

a(x,∇uk) · ∇uk dx ≥
∫

Ω

a(x,∇uk) · ∇u dx+

∫
Ω

a(x,∇u) · (∇uk −∇u) dx.

In view of (28), we have

lim inf
k→∞

∫
Ω

a(x,∇uk) · ∇uk dx ≥
∫

Ω

ξ · ∇u dx
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and (30) yields

lim
k→∞

∫
Ω

a(x,∇uk) · ∇uk dx =

∫
Ω

ξ · ∇u dx. (32)

Combining (29) and (32), we find:

〈Auk, uk〉 → 〈χ, u〉 as k →∞. (33)

In view of (32), we have

lim
k→∞

∫
Ω

(
a(x,∇uk)− a(x,∇u)

)
· (∇uk −∇u) dx→ 0

which implies, thanks to Lemma 4.2, that

uk → u in W 1
0Lϕ(Ω) and ∇uk → ∇u a.e. in Ω,

then

a(x,∇uk) ⇀ a(x,∇u) in (Eψ(Ω))N ,

we deduce that χ = Au, which completes the proof the Lemma 5.2. �

In view of Lemma 5.2, there exists at least one weak solution un ∈ W 1
0Lϕ(Ω) of

the problem (25), (cf. [10], Lemma 6).

Step 2 : A priori estimates. Taking v = un− ηTk(un−Ψ+) ∈W 1
0Lϕ(Ω), for η small

enough we have v ≥ Ψ, thus v is an admissible test function in (25), and we obtain∫
Ω

a(x,∇un) · ∇Tk(un −Ψ+) dx ≤
∫

Ω

fnTk(un −Ψ+) dx,

Since ∇Tk(un −Ψ+) is identically zero on the set {|un −Ψ+| > k}, we can write∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇(un −Ψ+) dx ≤
∫

Ω

fnTk(un −Ψ+) dx ≤ C2k,

with C2 = ‖f‖1, it follows that∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx ≤ C2k +

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇Ψ+ dx.

Let 0 < λ <
α

α+ 1
, it’s clear that∫

{|un−Ψ+|≤k}
a(x,∇un) · ∇un dx ≤ C2k+ λ

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇Ψ+

λ
dx. (34)

Thanks to (9), we have∫
{|un−Ψ+|≤k}

(
a(x,∇un)− a(x,

∇Ψ+

λ
)
)
· (∇un −

∇Ψ+

λ
) dx ≥ 0,

then∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇Ψ+

λ
dx ≤

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx

−
∫
{|un−Ψ+|≤k}

a(x,
∇Ψ+

λ
) · (∇un −

∇Ψ+

λ
) dx.
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Which yields thanks to (34), that∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx ≤ C2k + λ

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx

−λ
∫
{|un−Ψ+|≤k}

a(x,
∇Ψ+

λ
) · (∇un −

∇Ψ+

λ
) dx.

Therefore, we obtain

(1− λ)

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx ≤ C2k + λ

∫
{|un−Ψ+|≤k}

a(x,
∇Ψ+

λ
) · ∇Ψ+

λ
dx

−λ
∫
{|un−Ψ+|≤k}

a(x,
∇Ψ+

λ
) · ∇un dx,

(35)
In view of (6), we have∣∣∣ ∫

{|un−Ψ+|≤k}
a(x,

∇Ψ+

λ
) · ∇un dx

∣∣∣ ≤ ∫
{|un−Ψ+|≤k}

ψ(x, |a(x,
∇Ψ+

λ
)|) dx

+

∫
{|un−Ψ+|≤k}

ϕ(x, |∇un|) dx.

Having in mind (10) and (35), we obtain(
α(1− λ)− λ

)∫
{|un−Ψ+|≤k}

ϕ(x, |∇un|) dx

≤ (1− λ)

∫
{|un−Ψ+|≤k}

a(x,∇un) · ∇un dx− λ
∫
{|un−Ψ+|≤k}

ϕ(x, |∇un|) dx

≤ C2k + λ

∫
{|un−Ψ+|≤k}

a(x,
∇Ψ+

λ
) · ∇Ψ+

λ
dx+ λ

∫
{|un−Ψ+|≤k}

ψ(x, |a(x,
∇Ψ+

λ
)|) dx,

then, ∫
{|un−Ψ+|≤k}

ϕ(x, |∇un|) dx ≤ C3k for k ≥ 1. (36)

On the other hand, since {|un| ≤ k} ⊂ {|un −Ψ+| ≤ k + ||Ψ+||∞}, then∫
Ω

ϕ(x, |∇Tk(un)|) dx =

∫
{|un|≤k}

ϕ(x, |∇un|) dx

≤
∫
{|un−Ψ+|≤k+||Ψ+||∞}

ϕ(x, |∇un|) dx

≤ C3(k + ||Ψ+||∞),

which implies that∫
Ω

ϕ(x, |∇Tk(un)|) dx ≤ C4k for k ≥ max(1, ‖Ψ+‖∞), (37)

with C4 is a constant that does not depend on n and k.
Thus (Tk(un))n is bounded in W 1

0Lϕ(Ω) uniformly in n, then there exists a subse-
quence still denoted (Tk(un))n∈IN and vk ∈W 1

0Lϕ(Ω) such that{
Tk(un) ⇀ vk weakly in W 1

0Lϕ(Ω) for σ(ΠLϕ(Ω),ΠEψ(Ω)),
Tk(un)→ vk strongly in Eϕ(Ω) and a.e in Ω.

(38)
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Step 3 : Convergence in measure of un. In view of (7), we have

M(t) ≤ ϕ(x, ct) a.e. in Ω with lim
t→0

M(t)

t
= 0 and lim

t→∞

M(t)

t
=∞.

In view of ([15], Lemma 5.7), there exists two positive constants C5 and C6, and a
function q(·) ∈ L1(Ω) such that

C5

∫
Ω

M(|Tk(un)|)dx+

∫
Ω

q(x)dx ≤
∫

Ω

M(C6|∇Tk(un)|)+q(x)dx ≤
∫

Ω

ϕ(x, |∇Tk(un)|)dx.

So, in virtue of (37), we obtain∫
Ω

M(|Tk(un)|) dx ≤ kC7 for k ≥ max(1, ‖Ψ+‖∞). (39)

Then, we deduce that,

M(k) meas({|un| > k}) =

∫
{|un|>k}

M(|Tk(un)|) dx

≤
∫

Ω

M(|Tk(un)|) dx ≤ kC7,

hence,

meas({|un| > k}) =
kC7

M(k)
−→ 0 as k → +∞. (40)

For all δ > 0, we have

meas{|un − um| > δ} ≤ meas{|un| > k}+ meas{|um| > k}

+meas{|Tk(un)− Tk(um)| > δ}.

Let ε > 0, using (40) we may choose k = k(ε) large enough such that

meas{|un| > k} ≤ ε

3
and meas{|um| > k} ≤ ε

3
. (41)

Moreover, in view of (38) we have Tk(un) → vk strongly in Eϕ(Ω), then, we can
assume that (Tk(un))n∈IN is a Cauchy sequence in measure. Thus, for all k > 0 and
δ, ε > 0, there exists n0 = n0(k, δ, ε) such that

meas{|Tk(un)− Tk(um)| > δ} ≤ ε

3
for all m,n ≥ n0(k, δ, ε). (42)

By combining (41)− (42), we conclude that

∀δ, ε > 0 there exists n0 = n0(δ, ε) such that meas{|un − um| > δ} ≤ ε

for any n,m ≥ n0(δ, ε). It follows that (un)n is a Cauchy sequence in measure, then
converges almost everywhere, for a subsequence, to some measurable function u. Con-
sequently, we have{

Tk(un) ⇀ Tk(u) weakly in W 1
0Lϕ(Ω) for σ(ΠLϕ(Ω),ΠEψ(Ω)),

Tk(un)→ Tk(u) strongly in Eϕ(Ω).
(43)
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Step 4 : Strong convergence of truncations. In the sequel, we denote by εi(n), i =
1, 2, . . . various real-valued functions of real variables that converges to 0 as n tends
to infinity.
Let h > k > 0, we define

M := 4k + h, zn := un − Th(un) + Tk(un)− Tk(u) and ωn := T2k(zn).

Taking v = un − ηωn, we have v ≥ Ψ for η small enough, thus v is an admissible test
function in (25), and since ∇ωn = 0 on {|un| ≥M}, we obtain∫

{|un|≤M}
a(x,∇TM (un)) · ∇ωn dx ≤

∫
Ω

fnωn dx.

We have ωn = Tk(un)− Tk(u) on {|un| ≤ k}, we conclude that∫
{|un|≤k}

a(x,∇Tk(un)) · (∇Tk(un)−∇Tk(u)) dx

+

∫
{k<|un|≤M}

a(x,∇TM (un)) · ∇ωn dx ≤
∫

Ω

fnωn dx.
(44)

Concerning the second term on the left-hand side of (44), we have∫
{k<|un|≤M}

a(x,∇TM (un)) · ∇ωn dx

=

∫
{k<|un|≤M}∩{|zn|≤2k}

a(x,∇TM (un)) · ∇(un − Th(un) + Tk(un)− Tk(u)) dx

≥ −
∫
{k<|un|≤M}

|a(x,∇TM (un))| |∇Tk(u)| dx,

We have ∇Tk(u) ∈ (Lϕ(Ω))N , and since (|a(x,∇TM (un))|)n is bounded in Lψ(Ω) =
Eψ(Ω), there exists ζ ∈ Eψ(Ω) such that |a(x,∇TM (un))|⇀ ζ weakly in Eψ(Ω) for
σ(Eψ(Ω), Lϕ(Ω)). Therefore,∫
{k<|un|≤M}

|a(x,∇TM (un))| |∇Tk(u)| dx −→
∫
{k<|u|≤M}

ζ |∇Tk(u)| dx = 0. (45)

It follows that ∫
{k<|un|≤M}

a(x,∇TM (un)) · ∇ωn dx ≥ ε1(n). (46)

Then, since fn → f in L1(Ω) and ωn ⇀ T2k(u − Th(u)) weak−∗ in L∞(Ω), and
using (44), we deduce that∫
{|un|≤k}

a(x,∇Tk(un)) · (∇Tk(un)−∇Tk(u)) dx ≤
∫

Ω

fT2k(u− Th(u)) dx+ ε2(n).

(47)
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We define Ωs =
{
x ∈ Ω : |∇Tk(u(x))| ≤ s

}
and denote by χs the characteristic

function of Ωs. For the term on the left-hand side of (47), we have∫
{|un|≤k}

a(x,∇Tk(un)) · (∇Tk(un)−∇Tk(u)) dx

=

∫
Ω

a(x,∇Tk(un)) · (∇Tk(un)−∇Tk(u)χs) dx

+

∫
Ω

a(x,∇Tk(un)) · (∇Tk(u)χs −∇Tk(u)) dx+

∫
{|un|>k}

a(x,∇Tk(un)) · ∇Tk(u) dx

=

∫
Ω

(
a(x,∇Tk(un))− a(x,∇Tk(u)χs)

)
· (∇Tk(un)−∇Tk(u)χs) dx

+

∫
Ω

a(x,∇Tk(u)χs) · (∇Tk(un)−∇Tk(u)χs) dx

−
∫

Ω\Ωs
a(x,∇Tk(un)) · ∇Tk(u) dx+

∫
{|un|>k}

a(x,∇Tk(un)) · ∇Tk(u) dx.

(48)
For the second term on the right-hand side of (48), we have a(x,∇Tk(u)χs) ∈
(Eψ(Ω))N , and since∇Tk(un) ⇀ ∇Tk(u) weakly in (Lϕ(Ω))N for σ(ΠLϕ(Ω),ΠEψ(Ω)),
then

lim
n→∞

∫
Ω

a(x,∇Tk(u)χs) · (∇Tk(un)−∇Tk(u)χs) dx

=

∫
Ω

a(x,∇Tk(u)χs) · (∇Tk(u)−∇Tk(u)χs) dx

=

∫
Ω\Ωs

a(x, 0) · ∇Tk(u) dx.

(49)

Concerning the third term on the right-hand side of (48), since (a(x,∇Tk(un))n is
bounded in (Eψ(Ω))N , there exists ξ ∈ (Eψ(Ω))N such that a(x,∇Tk(un)) ⇀ ξ
weakly in (Eψ(Ω))N for σ(ΠEψ(Ω),ΠLϕ(Ω)), it follows that

lim
n→∞

∫
Ω\Ωs

a(x,∇Tk(un)) · ∇Tk(u) dx =

∫
Ω\Ωs

ξ · ∇Tk(u) dx. (50)

For the last term on the right-hand side of (48), we obtain

lim
n→∞

∫
{|un|>k}

a(x,∇Tk(un)) · ∇Tk(u) dx =

∫
{|u|>k}

ξ · ∇Tk(u) dx = 0. (51)

By combining (48)− (51), we deduce that∫
{|un|≤k}

a(x,∇Tk(un)) · (∇Tk(un)−∇Tk(u)) dx

=

∫
Ω

(
a(x,∇Tk(un))− a(x,∇Tk(u)χs)

)
· (∇Tk(un)−∇Tk(u)χs) dx

+

∫
Ω\Ωs

(
a(x, 0)− ξ

)
· ∇Tk(u) dx+ ε3(n)

(52)

and since
(
a(x, 0)− η

)
· ∇Tk(u) ∈ L1(Ω), then∫

Ω\Ωs

(
a(x, 0)− ξ

)
· ∇Tk(u) dx −→ 0 as s→∞.
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Therefore, using (47) we conclude that∫
Ω

(
a(x,∇Tk(un))− a(x,∇Tk(u)χs)

)
· (∇Tk(un)−∇Tk(u)χs) dx

≤
∫

Ω

fT2k(u− Th(u)) dx+ ε4(n, s).
(53)

We have ∫
Ω

fT2k(u− Th(u)) dx −→ 0 as h→∞.

It follows that

lim
n,s→∞

∫
Ω

(
a(x,∇Tk(un))− a(x,∇Tk(u)χs)

)
·
(
∇Tk(un)−∇Tk(u)χs

)
dx = 0. (54)

In view of Lemma 4.2, we deduce that

∇un −→ ∇u a.e. in Ω, (55)

and
ϕ(x, |∇Tk(un)|) −→ ϕ(x, |∇Tk(u)|) in L1(Ω). (56)

Step 5 : Passage to the limit. Let v ∈ KΨ∩L∞(Ω) and η > 0, we have un−ηTk(un−
v) ∈ KΨ is an admissible test function in (25) for η small enough, and we obtain∫

Ω

a(x,∇un) · ∇Tk(un − v) dx ≤
∫

Ω

fnTk(un − v) dx. (57)

Choosing M = k + ‖v‖∞, then {|un − v| ≤ k} ⊆ {|un| ≤ M}. Firstly, we can write
the term on the left-hand side of the above relation as∫

Ω

a(x,∇un) · ∇Tk(un − v) dx =

∫
Ω

a(x,∇TM (un)) · (∇TM (un)−∇v)χ{|un−v|≤k} dx

=

∫
Ω

(a(x,∇TM (un))− a(x,∇v)) · (∇TM (un)−∇v)χ{|un−v|≤k} dx

+

∫
Ω

a(x,∇v) · (∇TM (un)−∇v)χ{|un−v|≤k} dx.

(58)
We have

(a(x,∇TM (un))− a(x,∇v)) · (∇TM (un)−∇v)χ{|un−v|≤k}
−→ (a(x,∇TM (u))− a(x,∇v)) · (∇TM (u)−∇v)χ{|u−v|≤k} a.e. in Ω.

(59)

According to (9) and Fatou’s lemma, we obtain

lim inf
n→∞

∫
Ω

a(x,∇un) · ∇Tk(un − v) dx

≥
∫

Ω

(a(x,∇TM (u))− a(x,∇v)) · (∇TM (u)−∇v)χ{|u−v|≤k} dx

+ lim
n→∞

∫
Ω

a(x,∇v) · (∇TM (un)−∇v)χ{|un−v|≤k} dx.

(60)

For the second term on the right-hand side of (60), we have a(x,∇v) ∈ (Eψ(Ω))N

and ∇TM (un) ⇀ ∇TM (u) weakly in (Lϕ(Ω))N for σ(ΠLϕ(Ω),ΠEψ(Ω)), then

lim
n→∞

∫
Ω

a(x,∇v) · (∇TM (un)−∇v)χ{|un−v|≤k} dx

=

∫
Ω

a(x,∇v) · (∇TM (u)−∇v)χ{|u−v|≤k} dx.
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Therefore, we get

lim inf
n→∞

∫
Ω

a(x,∇un) · ∇Tk(un − v) dx ≥
∫

Ω

a(x,∇TM (u)) · (∇TM (u)−∇v)χ{|u−v|≤k} dx

=

∫
Ω

a(x,∇u) · ∇Tk(u− v) dx.

(61)
On the other hand, being Tk(un − v) ⇀ Tk(u− v) weak-? in L∞(Ω) we deduce that∫

Ω

fnTk(un − v) dx −→
∫

Ω

f Tk(u− v) dx. (62)

By combining (61) and (62), we conclude the existence of entropy solution for our
problem.

5.2. Uniqueness of entropy solution. Let u1, u2 be two entropy solutions of the
problems (24), we shall prove that u1 = u2.
By using the test function v = Th(u2) ∈ KΨ ∩ L∞(Ω) in (24) for the equation with
solution u1, we have∫

Ω

a(x,∇u1) · ∇Tk(u1 − Th(u2)) dx ≤
∫

Ω

fTk(u1 − Th(u2)) dx.

Similarly, by using v = Th(u1) ∈ KΨ ∩L∞(Ω) as a test function for the equation (24)
with solution u2, we obtain∫

Ω

a(x,∇u2) · ∇Tk(u2 − Th(u1)) dx ≤
∫

Ω

fTk(u2 − Th(u1)) dx.

By adding these two inequalities, we get∫
Ω

a(x,∇u1) · ∇Tk(u1 − Th(u2)) dx+

∫
Ω

a(x,∇u2) · ∇Tk(u2 − Th(u1)) dx

≤
∫

Ω

f [Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))] dx.
(63)

We decompose the first integral of the left-hand side of (63) as∫
Ω

a(x,∇u1) · ∇Tk(u1 − Th(u2)) dx =

∫
{|u1−Th(u2)|≤k}

a(x,∇u1) · ∇(u1 − Th(u2)) dx

=

∫
{|u1−u2|≤k}∩{|u2|≤h}

a(x,∇u1) · (∇u1 −∇u2) dx

+

∫
{|u1−Th(u2)|≤k}∩{|u2|>h}

a(x,∇u1) · ∇u1 dx,

≥
∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|≤h}

a(x,∇u1) · (∇u1 −∇u2) dx

+

∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|>h}

a(x,∇u1) · (∇u1 −∇u2) dx.

(64)
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Similarly, we have∫
Ω

a(x,∇u2) ·∇Tk(u2 −Th(u1)) dx ≥
∫
{|u2−u1|≤k}∩{|u1|≤h}∩{|u2|≤h}

a(x,∇u2) ·(∇u2 −∇u1) dx

+

∫
{|u2−u1|≤k}∩{|u1|≤h}∩{|u2|>h}

a(x,∇u2) · (∇u2 −∇u1) dx.

(65)
By combining (64)− (65), we obtain∫

Ω

a(x,∇u1) · ∇Tk(u1 − Th(u2)) dx+

∫
Ω

a(x,∇u2) · ∇Tk(u2 − Th(u1)) dx

≥
∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|≤h}

(
a(x,∇u1)− a(x,∇u2)

)
· (∇u1 −∇u2) dx

+

∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|>h}

a(x,∇u1) · (∇u1 −∇u2) dx

+

∫
{|u2−u1|≤k}∩{|u1|≤h}∩{|u2|>h}

a(x,∇u2) · (∇u2 −∇u1) dx.

In view of (63), we conclude that∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|≤h}

(
a(x,∇u1)− a(x,∇u2)

)
· (∇u1 −∇u2) dx

≤
∫

Ω

f [Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))] dx

−
∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|>h}

a(x,∇u1) · (∇u1 −∇u2) dx

−
∫
{|u2−u1|≤k}∩{|u1|≤h}∩{|u2|>h}

a(x,∇u2) · (∇u2 −∇u1) dx.

(66)

For the first term on the right-hand side of (66), we have∣∣∣ ∫
Ω

f [Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))] dx
∣∣∣

≤
∫
{|u1|≤h,|u2|≤h}

|f | |Tk(u1 − u2) + Tk(u2 − u1)| dx.

+

∫
{|u1|>h}

|f | |Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))| dx

+

∫
{|u2|>h}

|f | |Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))| dx

≤ 2k

∫
{|u1|>h}

|f | dx+ 2k

∫
{|u2|>h}

|f | dx.

since f ∈ L1(Ω) and meas{|ui| ≥ h} → 0 when h→∞ for i = 1, 2, it follows that∫
Ω

f [Tk(u1 − Th(u2)) + Tk(u2 − Th(u1))] dx −→ 0 as h→∞. (67)

Concerning the third term on the right-hand side of (66). By taking Th(u1) as a test
function in (24) for the equation with solution u1, we obtain∫

Ω

a(x,∇u1) · ∇Tk(u1 − Th(u1)) dx ≤
∫

Ω

fTk(u1 − Th(u1)) dx,
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in view of (10), we obtain

α

∫
{h<|u1|≤h+k}

ϕ(x, |∇u1|) dx ≤
∫
{h<|u1|≤h+k}

a(x,∇u1) · ∇u1 dx

≤ k
∫
{|u1|≥h}

|f | dx→ 0 as h→∞.
(68)

Also, we prove can that

α

∫
{h<|u2|≤h+k}

ϕ(x, |∇u2|) dx→ 0 as h→∞. (69)

On the other hand, we have

{|u1 − u2| ≤ k} ∩ {|u2| ≤ h} ∩ {|u1| > h} ⊆ {h < |u1| ≤ h+ k} ∩ {h− k < |u2| ≤ h},

In view of Young’s inequality, we obtain∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|>h}

a(x,∇u1) · (∇u1 −∇u2) dx

≤ β
∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|>h}

(
K(x) + k1ψ

−1
x (ϕ(x, k2|∇u1|))

)
(|∇u1|+ |∇u2| dx

≤ 2β

∫
{|u1|>h}

ψ(x,K(x)) dx+ 2βk1

∫
{h<|u1|≤h+k}

ϕ(x, k2|∇u1|) dx

+β(k1 + 1)

∫
{h<|u1|≤h+k}

ϕ(x, |∇u1|) dx

+β(k1 + 1)

∫
{h−k<|u2|≤h}

ϕ(x, |∇u2|) dx −→ 0 as h→∞,

(70)
Similarly, we can prove that∫
{|u2−u1|≤k}∩{|u1|≤h}∩{|u2|>h}

a(x,∇u2) · (∇u2 −∇u1) dx −→ 0 as h→∞, (71)

By combining (66), (67) and (70)− (71), we conclude that∫
{|u1−u2|≤k}

(
a(x,∇u1)− a(x,∇u2)

)
· (∇u1 −∇u2) dx

= lim
h→∞

∫
{|u1−u2|≤k}∩{|u2|≤h}∩{|u1|≤h}

(
a(x,∇u1)− a(x,∇u2)

)
· (∇u1 −∇u2) dx = 0,

(72)
Since (72) is true for all k > 0 and thanks to (9), we conclude that ∇(u1 − u2) = 0
a.e.in Ω, and since u1 = u2 = 0 on ∂Ω, thus u1 = u2 a.e. in Ω, which conclude the
proof of uniqueness of entropy solutions.

Example 5.1. Taking ϕ(x, t) = |t|p(x) logσ(1+|t|) for 1 ≤ p(x) <∞ and 0 < σ <∞.
Let f ∈ L1(Ω) and the obstacle Ψ = 0. We consider the following Carathéodory
function

a(x,∇u) = |∇u|p(x)−2 logσ(1 + |∇u|) ∇u.
It is clear that a(x,∇u) verifies (8)− (10). In view of the Theorem 5.1, the problem{

−div
(
|∇u|p(x)−2 logσ(1 + |∇u|) ∇u

)
= f in Ω,

u = 0 on ∂Ω,
(73)
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has one entropy solution, i.e.

u ≥ 0 a.e. in Ω and Tk(u) ∈W 1
0Lϕ(Ω),

and ∫
Ω

|∇u|p(x)−2 logσ(1 + |∇u|)∇u · ∇Tk(un − ν) dx ≤
∫

Ω

fTk(un − ν) dx, (74)

for any ν ∈W 1
0Lϕ(Ω) ∩ L∞(Ω) with v ≥ 0 a.e. in Ω.
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1. Introduction

In this paper, we are concerned with the following problem{
−M (A (x,∇u)) div (a (x,∇u)) = f (x, u) in Ω ,
u = 0 on ∂Ω,

(1.1)

where Ω ⊂ RN (N ≥ 3) is a smooth bounded domain, p ∈ C
(
Ω
)

for any x ∈ Ω
and div(a (x,∇u)) is a p (x)−Laplace type operator. Moreover M : R+ → R+ is a
continuous function and f : Ω × R → R is a Carathéodory function, satisfying some
certain conditions.

The nonlinear problems involving the p (x)-Laplace type operator are extremely at-
tractive because they can be used to model dynamical phenomena which arise from the
study of electrorheological fluids or elastic mechanics. Problems with variable expo-
nent growth conditions also appear in the modelling of stationary thermo-rheological
viscous flows of non-Newtonian fluids and in the mathematical description of the
processes filtration of an ideal barotropic gas through a porous medium. The de-
tailed application backgrounds of the p(x)-Laplace type operators can be found in
[3, 5, 7, 10, 13, 20, 18] and references therein.

Problem (1.1) is related to the stationary version of a model, the so-called Kirchhoff
equation, introduced by Kirchhoff [15]. To be more precise, Kirchhoff established a
model given by the equation

ρ
∂2u

∂t2
−

P0

h
+

E

2L

L∫
0

∣∣∣∣∂u∂x
∣∣∣∣2 dx

 ∂2u

∂x2
= 0, (1.2)

where ρ, P0, h, E, L are constants, which extends the classical D’Alambert’s wave
equation, by considering the effects of the changes in the length of the strings during
the vibrations. For some interesting results we refer to [4, 6, 9, 11, 14]. Moreover,
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nonlocal boundary value problems like (1.2) can be used for modelling several physical
and biological systems where u describes a process which depend on the average of
itself, such as the population density [1, 2, 8].

In the present paper, we deal a more general Kirchhoff function M , and as a
consequence the operator div (a (x,∇u)) appears in problem (1.1), a more general

operator than p (x)−Laplace operator ∆p(x)u := div(|∇u|p(x)−2∇u) where p (x) > 1.
This caused some difficulties in calculations and required more general conditions.
Moreover, thanks to the Mountain-Pass theorem and Fountain theorem, we show the
existence and multiplicity of nontrivial weak solutions in the present paper. To our
best knowledge, the present papers results are not covered in the literature.

This paper is organized as follows. In Section 2, we present some necessary pre-
liminary results. In Section 3, using the variational method, we give the existence
results of problem (1.1).

2. Preliminaries

We recall some basic properties of variable exponent Lebesgue-Sobolev spaces
Lp(x) (Ω), W 1,p(x) (Ω) (for details, see e.g., [12, 16, 17] )

Set,

C+

(
Ω
)

=
{
p; p ∈ C

(
Ω
)
, min p (x) > 1,∀x ∈ Ω

}
.

For any p (x) ∈ C+

(
Ω
)
, denote p− := min

x∈Ω
p (x) , p+ := max

x∈Ω
p (x) <∞, and define the

variable exponent Lebesgue space by

Lp(x) (Ω) =

{
u |u : Ω→ R is measurable,

∫
Ω

|u (x)|p(x)
dx <∞

}
.

We define a norm, the so-called Luxemburg norm, on this space by the formula

|u|p(x) = inf

{
λ > 0 :

∫
Ω

∣∣∣∣u(x)

λ

∣∣∣∣p(x)

dx ≤ 1

}
,

and
(
Lp(x) (Ω) , |.|p(x)

)
becomes a Banach spaces.

Proposition 2.1 [12, 16] The conjugate space of Lp(x) (Ω) is Lp
′(x) (Ω), where 1

p′(x) +
1

p(x) = 1. For any u ∈ Lp(x) (Ω) and v ∈ Lp′(x) (Ω), we have∣∣∣∣∫
Ω

uvdx

∣∣∣∣ ≤ (
1

p−
+

1

(p−)
′ ) |u|p(x) |v|p′(x) .

Proposition 2.2 [12, 16]Denote ρ (u) =
∫

Ω
|u (x)|p(x)

dx,∀u, un ∈ Lp(x)(Ω), then

(i) |u|p(x) > 1 =⇒ |u|p
−

p(x) ≤ ρ (u) ≤ |u|p
+

p(x);

(ii) |u|p(x) < 1 =⇒ |u|p
+

p(x) ≤ ρ (u) ≤ |u|p
−

p(x);

(iii) lim
n→∞

|un|p(x),Ω = 0⇔ lim
n→∞

ρ(un) = 0;

(iv) lim
n→∞

|un|p(x),Ω →∞⇔ lim
n→∞

ρ(un)→∞.
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Proposition 2.3 [12, 16] If u, un ∈ Lp(x) (Ω), then the following statements are
equivalent:

(i) lim
n→∞

|un − u|p(x) = 0; (ii) lim
n→∞

ρ(un − u) = 0;

(iii) un → u measure in Ω and lim
n→∞

ρ(un) = ρ (u) .

The variable exponent Sobolev space W 1,p(x) (Ω) is defined by

W 1,p(x) (Ω) =
{
u ∈ Lp(x) (Ω) | |∇u| ∈ Lp(x) (Ω)

}
,

with the norm ‖u‖1,p(x) = |u|p(x) + |∇u|p(x),∀u ∈W 1,p(x) (Ω) . The space W
1,p(x)
0 (Ω)

is denoted by the closure of C∞0 (Ω) in W 1,p(x) (Ω) with respect to the norm ‖u‖1,p(x).

We can define an equivalent norm ‖u‖ = |∇u|p(x), since Poincaré inequality holds
[13], i.e. there exists a positive constant C > 0 such that

|u|p(x) ≤ C|∇u|p(x), for all u ∈W 1,p(x)
0 (Ω) .

Proposition 2.4 [12, 16](i) If 1 < p− ≤ p+ < ∞, then the spaces Lp(x) (Ω),

W 1,p(x) (Ω) and W
1,p(x)
0 (Ω) are separable and reflexive Banach spaces,

(ii) If q ∈ C+

(
Ω
)

and q (x) < p∗ (x) , for all x ∈ Ω, then the embedding

W
1,p(x)
0 (Ω) ↪→ Lq(x) (Ω) is compact and continuous, where

p∗(x) :=

{
Np(x)
N−p(x) , if p (x) < N,

∞, if N ≤ p (x) .

3. The main results

Let X denote the variable exponent Sobolev space W
1,p(x)
0 (Ω) .

We say that u ∈ X is a weak solution of (1.1) if

M

(∫
Ω

A (x,∇u)

)∫
Ω

a (x,∇u)∇ϕdx =

∫
Ω

f (x, u)ϕdx,

for all ϕ ∈ X.
Define the energy functional I : X → R associated with (1.1) by

I (u) = M̂

(∫
Ω

A (x,∇u) dx

)
−
∫

Ω

F (x, u) dx := M̂ (Λ (u))− J (u) ,

where Λ (u) =
∫

Ω
A (x,∇u) dx and J (u) =

∫
Ω
F (x, u) dx. Moreover,

M̂ (t) =
∫ t

0
M (s) ds and F (x, u) =

∫ u
0
f (x, t) dt.

It is well known that standart arguments imply that J ∈ C1(X,R) and the derivate
of J is

〈J ′ (u) , υ〉 =

∫
Ω

f (x, u) υdx, for all u, υ ∈ X.

In this article, we assume that a(x, ξ) : Ω×RN → RN is the continuous derivative with
respect to ξ of the mapping A : Ω × RN → R, A = A(x, ξ), i.e. a(x, ξ) = ∇ξA(x, ξ).
Suppose that the following hypotheses:

(A1) For all x ∈ Ω and ξ ∈ RN , |a(x, ξ)| ≤ c0(h0 (x) + |ξ|p(x)−1
), where h0 (x) ∈

Lp
′(x) (Ω) is a nonnegative measurable function.
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(A2) A is p(x)-uniformly convex: There exists a constant k > 0 such that

A(x, ξ+ψ2 ) ≤ 1
2A(x, ξ) + 1

2A(x, ψ)− k |ξ − ψ|p(x)
, for all x ∈ Ω and ξ, ψ ∈ RN .

(A3) For all x ∈ Ω and ξ ∈ RN , |ξ|p(x) ≤ a(x, ξ) · ξ ≤ p (x)A(x, ξ).
(A4) A (x, 0) = 0, for all x ∈ Ω.
(A5) A(x,−ξ) = A(x, ξ), for all x ∈ Ω and ξ ∈ RN .

Lemma 3.1. [17]

(i) A verifies the growth condition; |A (x, ξ)| ≤ c0(h0 (x) |ξ|+ |ξ|p(x)
), for all x ∈ Ω

and ξ ∈ RN ;
(ii) A is p(x)−homogeneous; A (x, zξ) ≤ A (x, ξ) zp(x), for all z ≥ 1, ξ ∈ RN and

x ∈ Ω.

Lemma 3.2. (i) The functional Λ is well-defined on X;
(ii) The functional Λ is of class C1 (X,R) and

〈Λ′ (u) , v〉 =

∫
Ω

a (x,∇u) · ∇vdx, for all u, v ∈ X;

(iii) The functional Λ is weakly lower semi-continuos on X;
(iv) For all u, υ ∈ X

Λ(
u+ υ

2
) ≤ 1

2
Λ (u) +

1

2
Λ (υ)− k ‖u− υ‖p

−
;

(v) For all u, υ ∈ X

Λ (u)− Λ (υ) ≥ 〈Λ′ (υ) , u− υ〉 ;

(vi) I is weakly lower semi-continuos on X;
(vii)I is well-defined on X and of class C1(X,R), and its derivative given by

〈I ′ (u) , v〉 = M

(∫
Ω

A (x,∇u) dx

)∫
Ω

a (x,∇u)∇vdx−
∫

Ω

f (x, u) vdx;

for all u, υ ∈ X.

Since the proof of Lemma 3.2 is very similar to the proof of Lemma 2.2 and Lemma
2.7 given in [17], we omit it.

Theorem 3.3. Assume that (A3) and the following conditions hold:
(M1) M : R+ → R+ is a continuos function and satisfies the condition

m0s
α−1 ≤M(s) ≤ m1s

α−1,

for all s > 0 and m0,m1 real numbers such that 0 < m0 ≤ m1 and α ≥ 1.
(f1) f : Ω× R→ R is a Carathéodory condition and satisfies the growth condition

|f(x, t)| ≤ c0
(

1 + |t|δ(x)−1
)
, ∀ (x, t) ∈ Ω× R,

where c0 is positive constant and δ(x) ∈ C+

(
Ω
)

such that δ+ < αp− < p∗ (x) for all
x ∈ Ω.

Then problem (1.1) has a weak solution.
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Proof. Let ‖u‖ > 1. By (M1) , (f1) , (A3) and Proposition 2.2 (i), we get

I (u) ≥ m0

α

(∫
Ω

A (x,∇u) dx

)α
− c0

∫
Ω

|u|δ(x)
dx− c0

∫
Ω

|u| dx

≥ m0

α (p+)
α ‖u‖

αp− − c1 ‖u‖δ
+

− c2 ‖u‖ → +∞, as ‖u‖ → +∞,

Thus, I is coercive. Since I is weakly lower semi-continuous, I has a minimum point
u in X, and u is a weak solution of problem (1.1) . The proof is completed. �

Theorem 3.4. Assume that (M1) and the following conditions hold:
(f2) f : Ω×R→ R is a Carathéodory condition and satisfies the growth condition;

|f(x, t)| ≤ c
(

1 + |t|η(x)−1
)
,∀ (x, t) ∈ Ω× R,

(f3) f(x, t) = o
(
|t|αp

+−1
)
, t→ 0, for x ∈ Ω uniformly,

where c is positive constant and η(x) ∈ C+

(
Ω
)

such that αp+ < η− ≤ η+ < p∗ (x)
for all x ∈ Ω,

(AR) : ∃t∗ > 0, θ > m1

m0
αp+ such that

0 < θF (x, t) ≤ f(x, t)t, |t| ≥ t∗, a.e. x ∈ Ω.

Then problem (1.1) has a nontrivial weak solution.

Definition 3.1. We say that I satisfies Palais-Smale condition in X ((PS) condition
for short) if if any sequence {un} in X such that {I (un)} is bounded and I ′ (un)→ 0
as n→∞, has a convergent subsequence.

Lemma 3.5. Suppose (M1) , (f1) , (A3) and (AR) hold. Then, I satisfies (PS) con-
dition.

Proof. Let assume that there exists a sequence {un} ⊂ X such that

|I(un)| ≤ c and I ′(un)→ 0 as n→∞. (3.1)

Then, by (M1) , (A3) and (AR), we have

c+ ‖un‖ ≥ I(un)− 1

θ
〈I ′(un), un〉

≥ m0

α

(∫
Ω

A (x,∇un) dx

)α
−m1p

+

θ

(∫
Ω

A (x,∇un) dx

)α−1∫
Ω

A (x,∇un) dx

≥
(
m0

α
− m1p

+

θ

)(∫
Ω

A (x,∇un) dx

)α
By (A3) and Proposition 2.2 (ii), we can write

c+ ‖un‖ ≥
(
m0

α
− m1p

+

θ

)
‖un‖αp

−
.

Since αp− > 1, {un} is bounded in X. Therefore, there exists u ∈ X, up to a
subsequence, such that un ⇀ u in X.

Moreover, since we have the compact embedding X ↪→ Lη(x) (Ω) , we get

un → u in Lη(x) (Ω) and un → u a.e in Ω (3.2)
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By (3.1) , we have

〈I ′(un), un − u〉 = M

(∫
Ω

A (x,∇un) dx

)∫
Ω

a (x,∇un) (∇un −∇u) dx

−
∫

Ω

f (x, un) (un − u) dx→ 0.

By using (f1) and Proposition 2.1, it follows∣∣∣∣∫
Ω

f (x, un) (un − u) dx

∣∣∣∣ ≤ c3 ∣∣∣|un|η(x)−1
∣∣∣
η′(x)

|un − u|η(x) .

If we consider the relations given in (3.2), we get
∫

Ω
f (x, un) (un − u) dx→ 0. Then,

we have

M

(∫
Ω

A (x,∇un) dx

)∫
Ω

a (x,∇un) (∇un −∇u) dx→ 0.

From (M1) , it follows ∫
Ω

a (x,∇un) (∇un −∇u) dx→ 0.

that is, lim
n→∞

〈Λ′ (un) , un − u〉 = 0. By using Lemma 3.2 (v), we get

0 = lim
n→∞

〈Λ′ (un) , u− un〉 ≤ lim
n→∞

(Λ (u)− Λ (un)) = Λ (u)− lim
n→∞

Λ (un)

or lim
n→∞

Λ (un) ≤ Λ (u) . This fact and from Lemma 3.2 (iii) imply lim
n→∞

Λ (un) = Λ (u) .

Now, we assume by contradiction that {un} does not converge strongly to u in
X.Then, there exists ε > 0 and a subsequence {unm} of {un} such that ‖unm − u‖ ≥ ε.
On the other hand, by from Lemma 3.2 (iv), we have

1

2
Λ (u) +

1

2
Λ (unm)− Λ(

unm + u

2
) ≥ k ‖unm − u‖

p− ≥ kεp
−
.

Letting m→∞ in the above inequality, we obtain

lim sup
n→∞

Λ(
unm + u

2
) ≤ Λ (u)− kεp

−
.

Moreover, we have {unm + u

2
} converges weakly to u in X. Using Lemma 3.2 (iii),

we obtain

Λ (u) ≤ lim inf
n→∞

Λ(
unm + u

2
),

which is a contradiction. Therefore, it follows that {un} converges strongly to u in
X. The proof of Lemma 3.5 is complete. �

Lemma 3.6. Suppose (M1) , (f1) , (f3) , (A3)and (AR) hold. Then the following state-
ments hold:

(i) There exist two positive real numbers γ and a such that I (u) ≥ a > 0, u ∈ X
with ‖u‖ = γ.

(ii) There exists u ∈ X such that ‖u‖ > γ, I (u) < 0.

Proof. (i) Let ‖u‖ < 1. Then by (M1), we have

I (u) ≥ m0

α (p+)
α ‖u‖

αp+ −
∫

Ω

F (x, u)dx.
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Using the continuous embeddings X ↪→ Lαp
+

(Ω) and X ↪→ Lη(x) (Ω), there exist
positive constants c4 and c5 such that

|u|η(x) ≤ c4 ‖u‖ and |u|αp+ ≤ c5 ‖u‖ , ∀ u ∈ X.

Let ε > 0 be small enough such that εcαp
+

4 ≤ m0

2α(p+)α . By (f1) and (f3), we get

F (x, t) ≤ ε |t|αp
+

+ cε |t|η(x)
,∀ (x, t) ∈ Ω×R. Therefore, Proposition 2.2 (ii), we have

I (u) ≥ m0

α (p+)
α ‖u‖

αp+ − ε
∫

Ω

|u|αp
+

dx− cε
∫

Ω

|u|η(x)
dx

≥ m0

α (p+)
α ‖u‖

αp+ − εcαp
+

4 ‖u‖αp
+

− cεcη
−

5 ‖u‖
η−

≥ m0

2α (p+)
α ‖u‖

αp+ − cεcη
−

5 ‖u‖
η−
.

Since ‖u‖ < 1 and αp+ < η−, there exist two positive real numbers γ and a such that
I (u) ≥ a > 0, u ∈ X with ‖u‖ = γ ∈ (0, 1).

(ii) From (AR) , one easily deduces

F (x, t) ≥ c6 |t|θ , |t| ≥ t∗, a.e. x ∈ Ω.

In the other hand, when t > t∗ > 1, from (M1) we can easily obtain

M̂(t) ≤ m1

α
tα ≤ m1

α
t
m1
m0

α.

Thus, for any fixed ω ∈ X\ {0} , t > 1 and from Lemma 3.1 (ii), we have

I (tω) = M̂

(∫
Ω

A (x,∇tω) dx

)
−
∫

Ω

F (x, tω)dx

≤ m1

α

(∫
Ω

A (x,∇tω) dx

)m1
m0

α

−
∫

Ω

F (x, tω)dx

≤ m1

α (p−)
m1
m0

αp+
t
m1
m0

αp+
∫

Ω

A (x,∇ω) dx− c6tθ
∫

Ω

|ω|θ dx.

From (AR) ,it can be obtained that θ > m1

m0
αp+. Hence, I (tω)→ −∞ as t→ +∞. �

Proof of Theorem 3.3. From Lemma 3.5, Lemma 3.6, Lemma 3.2 (vii), (A4) and the
fact that I (0) = 0, I satisfies the Mountain Pass Theorem [19]. Therefore, I has at
least one nontrivial critical point, i.e., problem (1.1) has a nontrivial weak solution.
The proof of Theorem 3.3 is complete. �

Theorem 3.7. Assume that (M1) , (f1) , (AR) and the following
(f4) : f (x,−t) = −f (x, t) , for (x, t) ∈ Ω× R,

then I has a sequence of critical points {un}such that I (un) → +∞ and (1.1) has
infinite many pairs of solutions.

In order to prove Theorem 3.7, we need Lemma 3.8.
Since X be a reflexive and separable Banach space, then there are {ej} ⊂ X and

{e∗j} ⊂ X∗ such that

X = span {ej | j = 1, 2, ...}, X∗ = span
{
e∗j | j = 1, 2, ...

}
,
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and

〈e∗i , ej〉 =

{
1, i = j,
0, i 6= j,

For convenience, we write Xj = span {ej} , Yk = ⊕kj=1Xj , Zk = ⊕∞j=kXj .

Lemma 3.8. If η(x) ∈ C+

(
Ω
)
, η(x) < p∗ (x) for any x ∈ Ω, denote

βk = sup
{
|u|η(x) : ‖u‖ = 1, u ∈ Zk

}
.

Then limk→∞ βk = 0.

Since the proof of Lemma 3.8 is similar to that of Lemma 4.9 in [13], we omit it.

Proof of Theorem 3.7. According to (M1) , (f4) and (AR) , I satisfies (PS) condition
and from (A5) it is an even functional. We only need to prove that if k is large
enough, then there exist ρk > γk > 0 such that

(A6) bk := inf {I (u) | u ∈ Zk, ‖u‖ = γk } → ∞ as k →∞;
(A7) ak := max {I (u) | u ∈ Yk, ‖u‖ = ρk } ≤ 0.
Thus, the conclusion of Theorem 3.7 can be obtained by Fountain Theorem [19].

(A6) For any u ∈ Zk, ‖u‖ = γk =
(
c8η

+βη
+

k m−1
0

) 1

αp−−η+ , we have

I (u) ≥ m0

α

(∫
Ω

A (x,∇u) dx

)α
− c0

∫
Ω

|u|η(x)
dx− c0

∫
Ω

|u| dx

≥ m0

α (p+)
α ‖u‖

αp− − c0 |u|η(ζ)
η(x) − c0 ‖u‖ , where ζ ∈ Ω

≥

{
m0

α(p+)α ‖u‖
αp− − c0 − c0 ‖u‖ , if |u|η(x) ≤ 1

m0

α(p+)α ‖u‖
αp− − c0βη

+

k ‖u‖
η+ − c0 ‖u‖ , if |u|η(x) > 1

≥ m0

α (p+)
α ‖u‖

αp− − c0βη
+

k ‖u‖
η+ − c0 ‖u‖ − c7

=
m0

α (p+)
α

(
c8η

+βη
+

k m−1
0

) αp−

αp−−η+− c0βη
+

k

(
c8η

+βη
+

k m−1
0

) η+

αp−−η+− c0 ‖u‖ − c7

≥ m0

(p+)
α

(
1

α
− 1

η+

)(
c8η

+βη
+

k m−1
0

) αp−

αp−−η+− c0
(
c8η

+βη
+

k m−1
0

) 1

αp−−η+ − c7

Because βk → 0 and α < αp− < η+, we have I (u)→∞ as k →∞
(A7) From (AR) ,we get F (x, t) ≥ c9 |t|θ − c10. Therefore, for any w ∈ Yk with

‖w‖ = 1 and 1 < t = ρk, we have

I (tω) ≤ m1

α

(∫
Ω

A (x,∇tω) dx

)m1
m0

α

− c9tθ
∫

Ω

|ω|θ dx− c10

≤ m1

α (p−)
m1
m0

αp+
t
m1
m0

αp+
∫

Ω

A (x,∇ω) dx− c9tθ
∫

Ω

|ω|θ dx− c10.

By θ > m1

m0
αp+ and dimYk = k, it is easy see that I (tω) → −∞ as t → +∞ for

u ∈ Yk. �
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[16] O. Kovăčik, J. Răkosnik, On spaces Lp(x) and Wk,p(x), Czechoslovak Math. J. 41 (1991), no.
116, 592–618.
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1. Introduction and main result

The concept of capacity play an important role in the study of solutions of partial
differential equations; it permits to see that the functions in the Sobolev spaces are
defined better than almost everywhere. In the elliptic case, the notion of capacity is
related to the Sobolev spaces (see [4]). More precisely, let Ω ⊂ RN , be open bounded,
for E ⊂ Ω, the Sobolev p (.)-capacity of E is defined by

Cp(.) (E) := inf
u∈Sp(.)(E)

∫
Ω

(
|u|p(x)

+ |∇u|p(x)
)
dx, (1)

where

Sp(.) (E) :=
{
u ∈W 1,p(.) (Ω) : u ≥ 1 in an open set containing E and u ≥ 0

}
. (2)

In the case where Sp(.) (E) = ∅, we set Cp(.) (E) = ∞. One of the properties of

the elliptic capacity is the following: for every u ∈ W 1,p(.) (Ω) , there exists a p (.)-

quasicontinuous function v ∈ W 1,p(.) (Ω) such that u = v almost everywhere in Ω i.e
u = v a.e. Ω and for every ε > 0, there exists an open set Uε ⊂ Ω with Cp(.) (Uε) < ε
such that v restricted to Ω \ Uε is continuous.
The theory of capacity is an essential tool in the study of the existence and uniqueness
of the solution of some elliptic and parabolic problems with measures data. Let’s recall
that in the context of constant exponent, the authors in [3] proved that every diffuse
measure µ i.e. a measure which does not charge the sets of null p−capacity belongs

to L1 (Ω) + W−1,p′ (Ω) with p′ the conjuguate of p, that permit them to prove the
existence and uniqueness of entropy solution for the following problem.{

A (u) = µ in Ω
u = 0 on ∂Ω,

(3)
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where A is a Leray-Lions type operator.
In the context of variable exponent, a similar approach is used in [12] for the elliptic
problem {

∇.a (x,∇u) + β (u) 3 µ in Ω
u = 0 on ∂Ω,

(4)

where µ is a diffuse measure. In [12], the authors used the ideas of [3] to prove that

for every diffuse measure µ, there exists f ∈ L1 (Ω) and g ∈ W−1,p′(.) (Ω) such that
µ = f+g, that permits them to prove the existence and uniqueness of entropy solution
of (4).
The notion of parabolic capacity have been introduced firstly in the quadratic case
p ≡ 2. The thermal capacity related to the heat equation, and its generalizations have
been studied, for example, by Lanconelli [9] and Watson [18]. In the papers [1, 6, 7],
the concept of parabolic capacities for constant exponent are defined in terms of
function spaces. Droniou, Porretta and Prignet in [6], introduced and studied the
notion of parabolic capacity associated with the initial boundary valued problem ut +A (u) = µ in Q = (0, T )× Ω

u = u0 on {0} × Ω
u = 0 on (0, T )× ∂Ω.

(5)

They worked with the space

W =

{
u ∈ Lp

(
0, T ;W 1,p (Ω) ∩ L2 (Ω)

)
;ut ∈ Lp

′
(

0, T ;
(
W 1,p

0 (Ω) ∩ L2 (Ω)
)′)}

,

to get a representation theorem for measures that are zero on subsets of Q of null
capacity, more precisely they proved the following result (see [6]).

Theorem 1.1. Let µ be a bounded measure on Q which does not charge the sets of null

capacity. Then there exists g1 ∈ Lp
′
(

0, T ;W−1,p′ (Ω)
)
, g2 ∈ Lp

(
0, T ;W 1,p (Ω) ∩ L2 (Ω)

)
and h ∈ L1 (Ω) such that∫

Q

ϕdµ =

∫ T

0

〈g1, ϕ〉 dt−
∫ T

0

〈g2, ϕt〉 dt+

∫
Q

hϕdxdt, (6)

for all ϕ ∈ C∞c ([0, T ]× Ω) , where 〈., .〉 denote the duality between
(
W 1,p (Ω) ∩ L2 (Ω)

)′
and W 1,p (Ω) ∩ L2 (Ω) .

In this paper, we extend the theory developed in [6] in the case of variable exponents
(see [14, 15] for the theory of PDEs with variable exponents). The paper is organized
as follows: in Section 2, we recall some basic notations and properties of Lebesgue
and Sobolev spaces with variable exponents. In Section 3, we introduce and study
the notion of p (.)−parabolic capacity. In the last section, we show the connection
between measures defined on the σ-algebra of borelians of Q and the notion of p (.)−
parabolic capacity and, we prove a theorem of decomposition of measures.

2. Preliminary

In this paper, we assume that{
p (.) : Ω → R is a continuous function such that
1 < p− ≤ p+ < +∞, (7)
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where p− := inf
x∈Ω

p(x) and p+ := sup
x∈Ω

p(x).

We denote the Lebesgue space with variable exponent Lp(.) (Ω) (see [4] ) as the set of
all measurable function u : Ω→ R for which the convex modular

ρp(.) (u) :=

∫
Ω

|u|p(x)
dx

is finite.
If the exponent is bounded, i.e., if p+ < +∞, then the expression

‖u‖p(.) := inf
{
λ > 0 : ρp(.) (u/λ) ≤ 1

}
defines a norm in Lp(.) (Ω) , called the Luxembourg norm.

The space
(
Lp(.) (Ω) , ‖.‖p(.)

)
is a separable Banach space. Moreover, if 1 < p− ≤

p+ < +∞, then Lp(.) (Ω) is uniformly convex, hence reflexive and its dual space is

isomorphic to Lp
′(.) (Ω) , where

1

p (x)
+

1

p′ (x)
= 1, for x ∈ Ω.

Finally, we have the Hölder type inequality∣∣∣∣∫
Ω

uvdx

∣∣∣∣ ≤ ( 1

p−
+

1

(p′)−

)
‖u‖p(.) ‖v‖p′(.) , (8)

for all u ∈ Lp(.) (Ω) and v ∈ Lp
′(.) (Ω) .

Let

W 1,p(.) (Ω) :=
{
u ∈ Lp(.) (Ω) : |∇u| ∈ Lp(.) (Ω)

}
,

which is Banach space equiped with the following norm

‖u‖1,p(.) := ‖u‖p(.) + ‖∇u‖p(.) .

The space
(
W 1,p(.) (Ω) , ‖.‖1,p(.)

)
is a separable and reflexive Banach space.

An important role in manipulating the generalized Lebesgue and Sobolev spaces is
played by the modular ρp(.) of the space Lp(.) (Ω) . We have the following result.

Proposition 2.1. (see [8, 21]) If un, u ∈ Lp(.) (Ω) and p+ < ∞, the following prop-
erties hold true.
(i) ‖u‖p(.) > 1 ⇒ ‖u‖p−p(.) < ρp(.) (u) < ‖u‖p+p(.) ;

(ii) ‖u‖p(.) < 1 ⇒ ‖u‖p+p(.) < ρp(.) (u) < ‖u‖p−p(.) ;

(iii) ‖u‖p(.) < 1 (respectively = 1;> 1) ⇔ ρp(.) (u) < 1 (respectively = 1;> 1) ;

(iv) ‖un‖p(.) → 0 (respectively→ +∞) ⇔ ρp(.) (un) < 1 (respectively→ +∞) ;

(v) ρp(.)

(
u/ ‖u‖p(.)

)
= 1.

For a measurable function u : Ω→ R, we introduce the following notation.

ρ1,p(.) (u) =

∫
Ω

|u|p(x)
dx+

∫
Ω

|∇u|p(x)
dx.

Proposition 2.2. (see [17, 19]) If u ∈W 1,p(.) (Ω) , the following properties hold true.
(i) ‖u‖1,p(.) > 1 ⇒ ‖u‖p−1,p(.) < ρ1,p(.) (u) < ‖u‖p+1,p(.) ;

(ii) ‖u‖1,p(.) < 1 ⇒ ‖u‖p+1,p(.) < ρp(.) (u) < ‖u‖p−1,p(.) ;

(iii) ‖u‖1,p(.) < 1 (respectively = 1;> 1) ⇔ ρ1,p(.) (u) < 1 (respectively = 1;> 1) .
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Following [2], we extend a variable exponent p : Ω → [1,+∞) to Q = [0, T ] × Ω by
setting p (t, x) = p (x) for all (t, x) ∈ Q.
We may also consider the generalized Lebesgue space

Lp(.) (Q) =

{
u : Q→ Rmeasurable such that

∫ ∫
Q

|u (t, x)|p(x)
d (t, x) <∞

}
endowed with the norm

‖u‖Lp(.)(Q) := inf

{
λ > 0,

∫ ∫
Q

∣∣∣∣u (t, x)

λ

∣∣∣∣p(x)

d (t, x) < 1

}
,

which share the same properties as Lp(.) (Ω) .

3. Parabolic capacity and measures

3.1. Capacity. In this part, we introduce our notion of capacity, following the ap-
proach developed in [6].

Definition 3.1. Let us define V = W
1,p(.)
0 (Ω) ∩ L2 (Ω) , endowed with its natural

norm ‖.‖
W

1,p(.)
0 (Ω)

+ ‖.‖L2(Ω) and the space

Wp(.) (0, T ) =
{
u ∈ Lp− (0, T ;V ) ;∇u ∈ (Lp(.) (Q))N , ut ∈ L(p−)′ (0, T ;V ′)

}
endowed with its natural norm ‖u‖Wp(.)(0,T ) = ‖u‖Lp− (0,T ;V ) + ‖∇u‖(Lp(.)(Q))N +

‖ut‖L(p−)′ (0,T ;V ′)
.

Since W
1,p(.)
0 (Ω) and L2 (Ω) are separables and reflexives Banach spaces, it follows

that V is a separable and reflexive Banach space. Consequently, the following result
can be proved similarly to that in [5]; thus, we omit its proof.

Theorem 3.1. The space Wp(.) (0, T ) is a separable and reflexive Banach space.

We also have the following result.

Proposition 3.2. i) Wp(.) (0, T ) is continuously embedded in C
(
0, T ;L2 (Ω)

)
.

ii) For all θ ∈ C∞
(
R× RN

)
and u ∈ Wp(.) (0, T ) , θu ∈ Wp(.) (0, T ) and there exists

C (θ) not depending on u such that ‖θu‖Wp(.)(0,T ) ≤ C (θ) ‖u‖Wp(.)(0,T ) .

Proof. i) Since V ↪→ L2 (Ω) ↪→ V ′, thanks to [5], Wp(.) (0, T ) is continuously embed-

ded in C
(
0, T ;L2 (Ω)

)
i.e. there exists C > 0 such that, for all u ∈Wp(.) (0, T ) ,

‖u‖C(0,T ;L2(Ω)) ≤ C ‖u‖Wp(.)(0,T ) .

ii) The fact that θ is a smooth function implies that θu ∈ Lp− (0, T ;V ) and there
exists C (θ) > 0 such that ‖θu‖Lp− (0,T ;V ) ≤ C (θ) ‖u‖Lp− (0,T ;V ) . We know that

∇ (θu) = u∇θ + θ∇u. Since θ is a smooth function, there exists C (θ) > 0 such
that ‖θ∇u‖(Lp(.)(Q))

N ≤ C (θ) ‖∇u‖(Lp(.)(Q))
N ; moreover, using Poincaré type in-

equality, one shows that ‖u∇θ‖(Lp(.)(Q))
N ≤ C (θ) ‖∇u‖(Lp(.)(Q))

N . Therefore, we

can write ‖∇ (uθ)‖
(Lp(.)(Q))

N ≤ C (θ) ‖∇u‖
(Lp(.)(Q))

N . We have, in the sense of

distributions, (θu)t = uθt + θut. The second term belongs to L(p−)′ (0, T ;V ′) and
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‖θut‖L(p−)′ (0,T ;V ′)
≤ C (θ) ‖ut‖L(p−)′ (0,T ;V ′)

. Since Wp(.) (0, T ) ↪→ C
(
0, T ;L2 (Ω)

)
↪→

L(p−)′
(
0, T ;L2 (Ω)

)
, then uθt ∈ L(p−)′

(
0, T ;L2 (Ω)

)
and ‖uθt‖L(p−)′ (0,T ;L2(Ω))

≤
C (θ) ‖u‖Wp(.)(0,T ) .We know that L2 (Ω) ↪→ V ′, so L(p−)′

(
0, T ;L2 (Ω)

)
↪→ L(p−)′ (0, T ;V ′) ,

which implies that

uθt ∈ L(p−)′ (0, T ;V ′) and ‖uθt‖L(p−)′ (0,T ;V ′)
≤ C (θ) ‖u‖Wp(.)(0,T ) �

Remark 3.1. Since L(p−)′ (0, T ;V ′) = (Lp− (0, T ;V ))
′

(since V is a separable reflex-

ive space), and since Lp− (0, T ;V ) = Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
∩ Lp−

(
0, T ;L2 (Ω)

)
=

E∩F, with E∩F being dense both in E and F, we have L(p−)′ (0, T ;V ′) = E′+F ′ =

L(p−)′
(

0, T ;W−1,p′(.) (Ω)
)

+ L(p−)′
(
0, T ;L2 (Ω)

)
and the norms of these spaces are

equivalent.

We introduce the space W̃p(.) (0, T ) by

W̃p(.) (0, T ) =

{
u ∈ Lp−

(
0, T ;W

1,p(.)
0 (Ω)

)
∩ L∞

(
0, T ;L2 (Ω)

)
;∇u ∈

(
Lp(.) (Q)

)N
,

ut ∈ L(p−)′
(

0, T ;W−1,p′(.) (Ω)
)}

Remark 3.2. W−1,p′(.) (Ω) ↪→ V ′, then W̃p(.) (0, T ) is continuously embedded in
Wp(.) (0, T ) .

Now, we give the definition and some properties of capacity.

Definition 3.2. If U ⊂ Q is an open set, we define the parabolic capacity of U as

Capp(.) (U) = inf
{
‖u‖Wp(.)(0,T ) : u ∈Wp(.) (0, T ) , u ≥ χU almost everywhere in Q

}
.

(9)

Remark 3.3. We will use the convention that inf ∅ = +∞ and for any borelian
subset B ⊂ Q the definition of capacity is extended by setting

Capp(.) (B) = inf
{

Capp(.) (U) , U open subset of Q, B ⊂ U
}
. (10)

Proposition 3.3. The set function E 7→ Capp(.) (E) has the following properties.

i) If E1 ⊂ E2, then

Capp(.) (E1) ≤ Capp(.) (E2) . (11)

ii) For Ei ⊂ Q, i ∈ N, we have

Capp(.)

( ∞⋃
i=1

Ei

)
≤
∞∑
i=1

Capp(.) (Ei) . (12)

Proof. i) Firstly, we consider the case where E1 and E2 are open sets of Q.
Since E1 ⊂ E2, we have{

u ∈Wp(.) (0, T ) , u ≥ χE1
a.e. Q

}
⊃
{
u ∈Wp(.) (0, T ) , u ≥ χE2

a.e. Q
}
.
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Hence,

Capp(.) (E1) = inf
{
‖u‖Wp(.)(0,T ) : u ∈Wp(.) (0, T ) , u ≥ χE1

a.e. Q
}

≤ inf
{
‖u‖Wp(.)(0,T ) : u ∈Wp(.) (0, T ) , u ≥ χE2

a.e. Q
}

≤ Capp(.) (E2) . (13)

Now, we suppose that E1 and E2 are two borelians subsets of Q such that E1 ⊂ E2,
then we have

{U open set of Q/E2 ⊂ U} ⊂ {U open set of Q/E1 ⊂ U}

Then, it follows that

Capp(.) (E1) = inf {U open set of Q/E1 ⊂ U}
≤ inf {U open set of Q/E2 ⊂ U}
≤ Capp(.) (E2) . (14)

ii) If

∞∑
i=1

Capp(.) (Ei) = +∞, then we have

Capp(.)

( ∞⋃
i=1

Ei

)
= Capp(.)

( ∞⋃
i=1

{Ei/Ei 6= ∅}

)
< +∞ =

∞∑
i=1

Capp(.) (Ei) . (15)

Assuming that

∞∑
i=1

Capp(.) (Ei) < ∞. Let Ui be open set containing Ei such that

Capp(.) (Ui) ≤ Capp(.) (Ei) +
ε

2i
and ui be such that ui ≥ χUi a.e. in Q with

‖ui‖Wp(.)(0,T ) ≤ Capp(.) (Ui) +
ε

2i
. Then,∥∥∥∥∥

n∑
i=1

ui

∥∥∥∥∥
Wp(.)(0,T )

≤
n∑
i=1

‖ui‖Wp(.)(0,T ) ≤
∞∑
i=1

Capp(.) (Ei) + ε;

i.e.

n∑
i=1

ui converges strongly in Wp(.) (0, T ) .

Let’s now consider u =

∞∑
i=1

ui; we have u ≥ χU a.e. in Q, where U =

∞⋃
i=1

Ui, so that,

U being open,

Capp(.) (U) ≤ ‖u‖Wp(.)(0,T ) ≤
∞∑
i=1

‖ui‖Wp(.)(0,T ) ≤
∞∑
i=1

Capp(.) (Ei) + ε. (16)

Since

∞⋃
i=1

Ei ⊂ U, from (16) we get (12). �

The notion of capacity can be defined alternatively using compact sets of Q. Before
that, we introduce the following density result(for the proof, we refer the reader to
the proof of Theorem 2.11 in [6]).
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Lemma 3.4. Let Ω be a bounded subset of RN and 1 < p− ≤ p+ < ∞. Then,
C∞c ([0, T ]× Ω) is dense in Wp(.) (0, T ) .

Definition 3.3. Let K be a compact subset of Q. The capacity of K is defined as

cap (K) = inf
{
‖u‖Wp(.)(0,T ) : u ∈ C∞c ([0, T ]× Ω) , u ≥ χK

}
.

The capacity of any open subset U of Q is then defined by

cap (U) = sup {cap (K) ,Kcompact, K ⊂ U}
and the capacity of any Borelian set B ⊂ Q by

cap (B) = inf {cap (U) , Uopen subset of Q, B ⊂ U} .

We have the following result.

Proposition 3.5. i) The capacity cap satisfies the subadditivity property.
ii) Let B be a borelian subset of Q. Then, cap (B) = 0 if and only if Capp(.) (B) = 0.

Proof. The proof is similar to the proofs of Proposition 2.13 and 2.14 in [6]. �

Now, we give a characterization of null capacity.

Theorem 3.6. Let B be a borelian set in Ω . Let t0 ∈ (0, T ) fixed. One has
Capp(.) ({t0} ×B) = 0 if and only if meas (B) = 0.

Proof. Assume first that Capp(.) ({t0} ×B) = 0 and let K be any compact set con-
tained in B, so that Capp(.) ({t0} ×K) = 0. Since, by Proposition 3.5, we also
have that cap ({t0} ×B) = 0, then, for all ε > 0, there exists a function ψε ∈
C∞c ([0, T ]× Ω) such that ‖ψε‖Wp(.)(0,T ) ≤ ε and ψε (t0) ≥ 1 on K. Since Wp(.) (0, T )

is embedded in C
(
[0, T ] ;L2 (Ω)

)
, ones has then

meas (K) ≤
∫
K

|ψε (t0)|2 dx ≤ ‖ψε‖2L∞(0,T ;L2(Ω)) ≤ C ‖ψε‖
2
Wp(.)(0,T ) ≤ Cε

2.

So, we deduce that meas (K) ≤ Cε2, and from the arbitrariness of ε, we get that
meas (K) = 0. Since this is true for any compact subset contained in B, by regularity
of the Lebesgue measure we conclude that meas (B) = 0.
Conversely, if meas (B) = 0, then there exists, for all ε > 0, an open set Aε such that
B ⊂ Aε and meas (Aε) < ε.
Let us consider an ε > 0 fixed in what follows and, let Kn be a sequence of compact

sets contained in Aε such that Kn ⊂ Kn+1, for all n ≥ 1 and

∞⋃
n=1

Kn = Aε.

Let ϕn ∈ Cc (Aε) (the space of continuous functions with compact support in Aε)
be such that 0 ≤ ϕn ≤ 1, ϕn ≡ 1 on Kn and ϕn ≤ ϕn+1. Then, we consider for
t0 ∈ [0, T ] , the problem

(ψn)t − div
(
|∇ψn|p(x)−2∇ψn

)
= 0 in (t0, T )× Ω

ψn (t0) = ϕn in Ω
ψn = 0 on (t0, T )× ∂Ω,

(17)

which admits (see [20]) a unique weak solution

ψn ∈ Lp−
(
t0, T ;W

1,p(.)
0 (Ω)

)
∩ C

(
[t0, T ] ;L2 (Ω)

)
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and (ψn)t ∈ L
(p−)′

(
t0, T ;W−1,p′(.) (Ω)

)
with ∇ψn ∈

(
Lp(.) ((t0, T )× Ω)

)N
such that

for all v ∈ C1
(
[t0, T ]× Ω

)
with v (., T ) = 0,

−
∫

Ω

ϕn (x) v (t0, x) dx−
∫ T

t0

∫
Ω

ψnvtdxdt+

∫ T

t0

∫
Ω

|∇ψn|p(x)−2∇ψn.∇vdxdt = 0

(18)
holds true.
It’s not difficult to see that ψn ∈ Lp− (t0, T ;V ) and by Remark 3.1 we have (ψn)t ∈
L(p−)′ (t0, T ;V ′) hence, ψn ∈ Wp(.) (t0, T ) . We know that (ψn (s) , v (s)) ∈ V 2 for all

s ∈ [t0, T ] and V ↪→ L2 (Ω) ↪→ V ′, then thanks to [6] we have∫ T

t0

∫
Ω

ψnvdxdt =

∫ T

t0

〈ψn, v〉L2(Ω),L2(Ω) dt =

∫ T

t0

〈ψn, v〉V ′,V dt. (19)

Moreover, (ψn, v) satisfies the following integration by part formula∫ T

t0

〈vt, ψn〉 dt = 〈ψn (T ) , v (T )〉L2(Ω),L2(Ω) − 〈ψn (t0) , v (t0)〉L2(Ω),L2(Ω)

−
∫ T

t0

〈(ψn)t , v〉L2(Ω),L2(Ω)
. (20)

Therefore, using (19) , (20) and the fact that v (., T ) = 0, we can rewrite (18) as
follows. ∫ T

t0

(ψn)t vdxdt+

∫ T

t0

|∇ψn|p(x)−2∇ψn.∇vdxdt = 0. (21)

Since C∞c ([t0, T ]× Ω) is dense in Wp(.) (t0, T ) , we can choose ψn as a test function
in (21) to obtain ∫ T

t0

∫
Ω

ψn (ψn)t +

∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt = 0, (22)

which is equivalent to

1

2

∫
Ω

ψn (., T )
2

+

∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt =

1

2

∫
Ω

ϕ2
ndx. (23)

So, ∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt ≤ 1

2

∫
Ω

ϕ2
ndx. (24)

Therefore, using Proposition 2.1 we obtain

‖∇ψ‖(Lp(.)((t0,T )×Ω)) ≤ max


(∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt

) 1
p−

,

(∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt

) 1
p+


≤ max

{(
1

2

∫
Ω

ϕ2
ndx

) 1
p−
,

(
1

2

∫
Ω

ϕ2
ndx

) 1
p+

}
(25)



38 S. OUARO AND U. TRAORE

and∫ T

t0

‖∇ψ‖p−p(.) dt ≤
∫ T

t0

max

{∫
Ω

|∇ψn|p(x)
dx,

(∫
Ω

|∇ψn|p(x)
dx

) p−
p+

}
dt

≤
∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt+ T

1− p−
p+

(∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt

) p−
p+

,(26)

then it follows that∫ T

t0

‖ψn‖p−
W

1,p(.)
0 (Ω)

dt ≤ 1

2

∫
Ω

ϕ2
ndx+ T

1− p−
p+

(
1

2

∫
Ω

ϕ2
ndx

) p−
p+

. (27)

Hence,

‖ψn‖Lp−
(
t0,T ;W

1,p(.)
0 (Ω)

) ≤
(

1

2

∫
Ω

ϕ2
ndx+ T

1− p−
p+

(
1

2

∫
Ω

ϕ2
ndx

) p−
p+

) 1
p−

. (28)

In (21) , we take v = ψnχ(t0,t) as a test function, where χ(t0,t) is defined as the
characteristic function of (t0, t) , t ∈ [t0, T ] then, using the integration by part formula,
we get

1

2

∫
Ω

ψn (., t)
2
dx+

∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt =

1

2

∫
Ω

ϕ2
ndx, (29)

which implies that
1

2

∫
Ω

ψn (., t)
2
dx ≤ 1

2

∫
Ω

ϕ2
ndx, (30)

Consequently,

‖ψn‖L∞((t0,t);L2(Ω)) ≤
(∫

Ω

ϕ2
ndx

) 1
2

. (31)

Let v ∈ Lp− (0, T ;V ) such that ‖v‖Lp− (0,T ;V ) ≤ 1, for every k ≥ 1,

Ak = {t ∈ [0, T ] : ‖v‖V ≥ k} and A =
⋃
k≥1

Ak.

We have

meas (A) =
1

k

∫
A
kdt ≤ 1

k

∫
A
‖v‖V dt ≤

1

k

∫
A
‖v‖p−V dt

≤ 1

k

∫ T

0

‖v‖p−V dt ≤ 1

k
‖v‖p−

Lp− (0,T ;V )
≤ 1

k
. (32)

Hence, we deduce by letting k →∞ that meas (A) = 0.
We use (22) and the Hölder type inequality to get∣∣∣〈(ψn)t , v〉L(p−)′ (t0,T ;V ′),Lp− (t0,T ;V )

∣∣∣ =

∣∣∣∣∣
∫ T

t0

〈(ψn)t , v〉V ′,V dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ T

t0

∫
Ω

(ψn)t vdxdt

∣∣∣∣∣ ≤
∫ T

t0

∫
Ω

∣∣∣|∇ψn|p(x)−2∇ψn.∇vdxdt
∣∣∣

≤ 2

∫ T

t0

∫
Ω

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖∇v‖p(.) ≤

∫ T

t0

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V . (33)
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Since meas (A) = 0, we deduce that∫ T

t0

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt

=

∫
A1

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt+

∫
[[t0,T ]\A1]

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt

≤
∫
A

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt+

∫
[[t0,T ]\A1]

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt

≤
∫

[[t0,T ]\A1]

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt, (34)

which implies that∣∣∣〈(ψn)t , v〉L(p−)′ (t0,T ;V ′),Lp− (t0,T ;V )

∣∣∣ ≤ ∫
[[t0,T ]\A1]

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)
‖v‖V dt

≤
∫

[[t0,T ]\A1]

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)

dt ≤
∫ T

t0

∥∥∥|∇ψn|p(.)−1
∥∥∥
p′(.)

dt (35)

≤ (T − t0)
1− 1

(p′)−

(∫ T

t0

∥∥∥|∇ψn|p(.)−1
∥∥∥(p′)−
p′(.)

dt

) 1

(p′)−

.

Hence, we get

‖(ψn)t‖L(p−)′ (t0,T ;V ′)
≤ T

1− 1

(p′)−

(∫ T

t0

∥∥∥|∇ψn|p(.)−1
∥∥∥(p′)−
p′(.)

dt

) 1

(p′)−

. (36)

Consequently, we use Proposition 2.1 to get

∫ T

t0

∥∥∥|∇ψ|p(.)−1
∥∥∥(p′)−
p′(.)

dt ≤
∫ T

t0

max


∫

Ω

|∇ψn|p(x)
dx,

(∫
Ω

|∇ψn|p(x)
dx

) (p′)−
(p′)+

 dt

≤
∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt+ (T − t0)

1−
(p′)−
(p′)+

(∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt

) (p′)−
(p′)+

. (37)

Thus, we have

‖(ψn)t‖L(p−)′ (t0,T ;V ′)

≤ T
1− 1

(p′)−

∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt+ T

1−
(p′)−
(p′)+

(∫ T

t0

∫
Ω

|∇ψn|p(x)
dxdt

) (p′)−
(p′)+


1

(p′)−

≤ T
1− 1

(p′)−

1

2

∫
Ω

ϕ2
ndx+ T

1−
(p′)−
(p′)+

(
1

2

∫
Ω

ϕ2
ndx

) (p′)−
(p′)+


1

(p′)−

. (38)
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Finally, combining (25) , (26) , (31) and (38) , we conclude that

‖∇ψn‖Lp(.)((t0,T )×Ω)+‖ψn‖Lp− (t0,T ;W
1,p(.)
0 (Ω))

+‖ψn‖L∞(t0,t;L2(Ω))+‖(ψn)t‖L(p−)′ (t0,T ;V ′)

≤
(

1

2

∫
Ω

ϕ2
ndx

) 1
p−

+

(
1

2

∫
Ω

ϕ2
ndx

) 1
p+

+

(
1

2

∫
Ω

ϕ2
ndx+ T

1− p−
p+

(
1

2

∫
Ω

ϕ2
ndx

) p−
p+

) 1
p−

+

(∫
Ω

ϕ2
ndx

) 1
2

+ T
1− 1

(p′)−

1

2

∫
Ω

ϕ2
ndx+ T

1−
(p′)−
(p′)+

(
1

2

∫
Ω

ϕ2
ndx

) (p′)−
(p′)+


1

(p′)−

.(39)

Let us now construct a function ψ̃n defined on [0, T ] by setting ψ̃n = ψn in ]t0, T ]× Ω

ψ̃n = ψn

(
T − t (T − t0)

t0

)
in [0, t0]× Ω.

By (39), we have∥∥∥∇ψ̃n∥∥∥
(Lp(.)((t0,T )×Ω)

+
∥∥∥ψ̃n∥∥∥

Lp− (t0,T ;W
1,p(.)
0 (Ω)

+
∥∥∥ψ̃n∥∥∥

L∞(t0,t;L2(Ω))
+
∥∥∥(ψ̃n)

t

∥∥∥
L(p−)′ (t0,T ;V ′)

≤
(

1

2
‖ϕn‖2L2(Ω)

) 1
p−

+
(
‖ϕn‖2L2(Ω)

) 1
p+

+

(
1

2
‖ϕn‖2L2(Ω)+ T

1− p−
p+

(
1

2
‖ϕn‖2L2(Ω)

) p−
p+

) 1
p−

+ ‖ϕn‖L2(Ω) + T
1− 1

(p′)−

1

2
‖ϕn‖2L2(Ω) + T

1−
(p′)−
(p′)+

(
1

2
‖ϕn‖2L2(Ω)

) (p′)−
(p′)+


1

(p′)−

. (40)

Since ϕn ∈ Cc (Aε) and 0 ≤ ϕn ≤ 1, we deduce that ‖ϕn‖2L2(Ω) ≤ meas (Aε) ≤ ε,

then, it follows that∥∥∥∇ψ̃n∥∥∥
(Lp(.)((t0,T )×Ω))

+
∥∥∥ψ̃n∥∥∥

Lp−
(
t0,T ;W

1,p(.)
0 (Ω)

) +
∥∥∥ψ̃n∥∥∥

L∞(t0,t;L2(Ω))

+
∥∥∥(ψ̃n)

t

∥∥∥
L(p−)′ (t0,T ;V ′)

≤
(

1

2
ε

) 1
p−

+ (ε)
1

p+ +

(
1

2
ε+ T

1− p−
p+

(
1

2
ε

) p−
p+

) 1
p−

+ ε
1
2

+T
1− 1

(p′)−

1

2
ε+ T

1−
(p′)−
(p′)+

(
1

2
ε

) (p′)−
(p′)+


1

(p′)−

. (41)

The fact that ψn belongs to C
(
[t0, T ] , L2 (Ω)

)
, implies that ψn ∈ C ([t0, T ]× Ω) ,

then it follows that ψ̃n ∈ C ([t0, T ]× Ω) . Therefore, the set Un =

{
ψ̃n >

1

2

}
is open.
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Since Un is open and 2ψ̃n > χUn
, we have

Capp(.) (Un) ≤ 2 ‖ψn‖Wp(.)(0,T ) (42)

≤
(

1

2
ε

) 1
p−

+ (ε)
1

p+ +

(
1

2
ε+ T

1− p−
p+

(
1

2
ε

) p−
p+

) 1
p−

+ ε
1
2

+T
1− 1

(p′)−

1

2
ε+ T

1−
(p′)−
(p′)+

(
1

2
ε

) (p′)−
(p′)+


1

(p′)−

. (43)

Since the sequence ϕn is nondecreasing, we have that the sequence ψ̃n is nondecreasing
as well, hence Un ⊂ Un+1, Capp(.) (Un) is also a nondecreasing sequence and bounded
too. Let’s show that

Capp(.) (U∞) = lim
n→∞

Capp(.) (Un) , (44)

where U∞ =

∞⋃
n=1

Un.

In fact, we have Un ⊂ U∞, then

lim
n→∞

Capp(.) (Un) ≤ Capp(.) (U∞) . (45)

Now, we take (un)n∈N ⊂Wp(.) (0, T ) such that

un ≥ χUn
a.e. in Q and ‖un‖Wp(.)(0,T ) ≤ Capp(.) (Un) +

1

n
.

Thanks to (42) , (un)n∈N is bounded in Wp(.) (0, T ) , then we can extract a subsequence
still denoted by (un)n∈N such that un → u weakly in Wp(.) (0, T ) and a.e. in Q. Since
Un is nondecreasing and (un)n∈N converges almost everywhere to u, we deduce that
u ≥ χU∞ a.e. in Q, hence it follows that

Capp(.) (U∞) ≤ ‖u‖Wp(.)(0,T ) ≤ lim inf
n→∞

‖un‖Wp(.)(0,T ) ≤ lim
n→∞

Capp(.) (Un) . (46)

Combining (45) and (46) , we obtain (44) .
Since ϕn = 1 on Kn for each n and {t0}×Aε ⊃ {t0}×B then, we conclude from (44)
and (45) that

Capp(.) ({t0} ×B) ≤ Capp(.) (U∞) = lim
n∞

Capp(.) (Un)

≤
(

1

2
ε

) 1
p−

+ (ε)
1

p+ +

(
1

2
ε+ T

1− p−
p+

(
1

2
ε

) p−
p+

) 1
p−

+ ε
1
2

+T
1− 1

(p′)−

1

2
ε+ T

1−
(p′)−
(p′)+

(
1

2
ε

) (p′)−
(p′)+


1

(p′)−

. (47)

Hence, letting ε→ 0 in (47) , we deduce that Capp(.) ({t0} ×B) = 0 �
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3.2. Quasicontinuous function.

Definition 3.4. A claim is said to hold Capp(.)-quasi everywhere if it holds ev-
erywhere except on a set of zero p (.)-capacity. A function u : Q → R is said to
be Capp(.)-quasi continuous if for every ε > 0, there exists an open set Uε with
Capp(.) (Uε) < ε such that u restricted to Q \ Uε is continuous.

In this section, we prove that every element ofWp(.) (0, T ) admits cap-quasi continuous
representative. We recall that the approach developed in elliptic case (see [4]) cannot
extend in our situation since if u ∈ Wp(.) (0, T ) , one may have |u| /∈ Wp(.) (0, T ) (see
[6]).

Lemma 3.7. (i) Let u belongs to Wp(.) (0, T ); then there exists a function z in

W̃p(.) (0, T ) such that |u| < z and

‖z‖
W̃p(.)(0,T )

≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
, (48)

where

[u]∗ = ρp(.) (|∇u|) + ‖ut‖2L(p−)′ (0,T ;V ′)
+ ‖u‖2L∞(0,t;L2(Ω)) + ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,t;L2(Ω)) . (49)

(ii) If u belongs to Lp−(0, T ;W
1,p(.)
0 (Ω))∩L∞(Q) and ut in L(p−)′(0, T ;W−1,p′(.)(Ω))+

L1(Q), then there exists z ∈ W̃p(.) (0, T ) such that |u| < z and

[z] ≤ C

(
[u]∗∗ + [u]

1
p−
∗∗ + [u]

1
p+
∗∗ + [u]

1

(p′)−
∗∗ + [u]

1

(p′)+
∗∗

)
, (50)

where

[u]∗∗ = ρp(.) (|∇u|) + ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
(51)

+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

‖u‖L∞(Q)

and

[z] = ‖z‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

) + ‖zt‖(p−)′

L(p−)′ (0,T ;V ′)
+ ‖z‖2L∞(0,T ;L2(Ω)) + ‖∇z‖p(.) . (52)

Proof. We divide the proof in two steps.
Step 1. Let us consider the penalized problem

(uε)t −∆p(.)uε =
1

ε
(uε − u)

−
in (0, T )× Ω

uε (0) = u+ (0) on Ω
uε = 0 on (0, T )× ∂Ω.

(53)

According to [11], we can prove that this problem admits a nonnegative solution uε

in C
(
[0, T ] ;L2 (Ω)

)
∩ Lp−

(
0, T ;W

1,p(.)
0 (Ω)

)
.
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Taking uε − u as a test function in (53) then, for every t in [0, T ] we have∫ t

0

〈(uε − u)t, uε − u〉 ds+

∫ t

0

∫
Ω

|∇uε|p(x)
dxds =

1

ε

∫ t

0

∫
Ω

(uε − u)
−

(uε − u) dxds

+

∫ t

0

∫
Ω

|∇uε|p(x)−2∇uε.∇udxds−
∫ t

0

〈ut, uε − u〉 dxds.

By integration by parts formula and the fact that (uε − u)
−

(uε − u) ≤ 0, we deduce
that

1

2

∫
Ω

|uε − u|2 (t) dx+

∫ t

0

∫
Ω

|∇uε|p(x)
dxds ≤

∫ t

0

∫
Ω

|∇uε|p(x)−2∇uε.∇udxds

+
1

2

∫
Ω

|uε(0)− u(0)|2 dx−
∫ t

0

〈ut, uε − u〉 dxds;

which implies that

1

2

∫
Ω

|uε|2 (t) dx+

∫ t

0

∫
Ω

|∇uε|p(x)
dxds ≤

∫ t

0

∫
Ω

|∇uε|p(x)−1 |∇u| dxds

+
1

2

∫
Ω

|u(0)|2 dx+

∫
Ω

|uε(t)| |u(t)| dx−
∫ t

0

〈ut, uε − u〉 ds.

Now, we use the Young inequality to obtain∫ t

0

∫
Ω

|∇uε|p(x)−1 |∇u| dxdt ≤ 2p
+

∫
Q

|∇u|p(x)
dxdt+

1

2

∫ t

0

∫
Ω

|∇uε|p(x)
dxds

and ∫
Ω

|uε(t)| |u(t)| dx ≤ 1

4

∫
Ω

|uε(t)|2 dx+ 2

∫
Ω

|u(t)|2 dx.

Thus,

1

4

∫
Ω

|uε|2 (t) dx+
1

2

∫ t

0

∫
Ω

|∇uε|p(x)
dxds ≤ 2p+

∫
Q

|∇u|p(x)
dxds (54)

+
5

2
‖u‖2L∞(0,T ;L2(Ω)) −

∫ t

0

〈ut, uε − u〉 ds.

If we are in case i), u is in Wp(.) (0, T ) and we have∣∣∣∣∫ t

0

〈ut, uε − u〉 dt
∣∣∣∣ ≤ ∫ t

0

‖ut‖V ′ ‖uε − u‖V dt

≤
∫ t

0

‖ut‖V ′ ‖uε − u‖W 1,p(.)
0 (Ω)

dt+

∫ t

0

‖ut‖V ′ ‖uε − u‖L2(Ω) dt (55)

≤ ‖ut‖L(p−)′ (0,t;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) + ‖ut‖L1(0,t;V ′) ‖uε − u‖L∞(0,t;L2(Ω))

≤ ‖ut‖L(p−)′ (0,T ;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) + C ‖ut‖L(p−)′ (0,T ;V ′)
‖u‖L∞(0,t;L2(Ω)) .
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Thanks to Proposition 2.1 and Hölder inequality, we have

‖uε − u‖p−
Lp−

(
0,t;W

1,p(.)
0 (Ω)

)

≤
∫ t

0

max

{∫
Ω

|∇ (uε − u)|p(x)
dx,

(∫
Ω

|∇ (uε − u)|p(x)
dx

) p−
p+

}
ds (56)

≤
∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds+ t1−(p−/p+)

(∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds

) p−
p+

.

Hence, if

∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds > 1, we deduce that

‖uε − u‖p−
Lp−

(
0,t;W

1,p(.)
0 (Ω)

)
≤
∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds+ T 1−(p−/p+)

∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds

≤
(

1 + T 1−(p−/p+)
)∫ t

0

∫
Ω

(|∇uε|+ |∇u|)p(x)
dxds

≤
(

1 + T 1−(p−/p+)
)∫ t

0

∫
Ω

2p+−1
(
|∇uε|p(x)

+ |∇u|p(x)
)
dxds

≤
(

1 + T 1−(p−/p+)
)

2p+
(∫ t

0

∫
Ω

|∇uε|p(x)
dxds+

∫ t

0

∫
Ω

|∇u|p(x)
dxds

)
.(57)

Since from the Young inequality, we have

‖ut‖L(p−)′ (0,T ;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) (58)

= 2
p++2

p−

(
1 + T 1−(p−/p+)

) 1
p− ‖ut‖L(p−)′ (0,T ;V ′)

‖uε − u‖Lp−
(

0,t;W
1,p(.)
0 (Ω)

)
2

p++2

p−
(
1 + T 1−(p−/p+)

) 1
p−

≤ 2
(p−)′(p++2)

p−

(
1 + T 1−(p−/p+)

)(p−)′

p− ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)
+

‖uε − u‖p−
Lp−

(
0,t;W

1,p(.)
0 (Ω)

)
2p++2

(
1 + T 1−(p−/p+)

) .

Then, if

∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds > 1, by (57) and (58) we deduce that

‖ut‖L(p−)′ (0,T ;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) (59)

≤ 2
(p−)′(p++2)

p−

(
1 + T 1−(p−/p+)

) (p−)′

p− ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+
1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxds+

1

4

∫
Q

|∇uε|p(x)
dxds.

If

∫ t

0

∫
Ω

|∇ (uε − u)|p(x)
dxds ≤ 1, from (56) we get

‖uε − u‖Lp−
(

0,t;W
1,p(.)
0 (Ω)

) ≤ (1 + T 1−(p−/p+)
) 1

p−
; (60)
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which implies that

‖ut‖L(p−)′ (0,T ;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) ≤ (1 + T 1−(p−/p+)
) 1

p− ‖ut‖L(p−)′ (0,T ;V ′)
.

(61)
Therefore, using (59)− (61) , we deduce that

‖ut‖L(p−)′ (0,T ;V ′)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

)
≤ 2

(p−)′(p++2)

p− (1 + T 1−(p−/p+))
(p−)′

p− ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)
(62)

+(1 + T 1−(p−/p+))
1

p− ‖ut‖L(p−)′ (0,T ;V ′)
+

1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxds+

1

4

∫
Q

|∇uε|p(x)
dxds.

Note also that, from the Young inequality, we have

C ‖ut‖L(p−)′ (0,T ;V ′)
‖u− uε‖L∞(0,t;L2(Ω))

≤ C ‖ut‖L(p−)′ (0,T ;V ′)
‖u‖L∞(0,t;L2(Ω))+ 4C ‖ut‖L(p−)′ (0,T ;V ′)

+
1

4
‖uε‖L∞(0,t;L2(Ω))

≤ C ‖ut‖L(p−)′ (0,T ;V ′)
‖u‖L∞(0,t;L2(Ω))+ 16C2 ‖ut‖2L(p−)′ (0,T ;V ′)

+
1

16
‖uε‖2L∞(0,t;L2(Ω))

≤ C ‖ut‖L(p−)′ (0,T ;V ′)
‖u‖L∞(0,T ;L2(Ω))+ 16C2 ‖ut‖2L(p−)′ (0,T ;V ′)

+
1

8
‖uε‖2L∞(0,t;L2(Ω)) .

Consequently,∣∣∣∣∫ t

0

〈ut, uε − u〉 dt
∣∣∣∣ ≤ 2

(p−)′(p++2)

p−

(
1 + T 1−(p−/p+)′

) (p−)′

p− ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+
(

1 + T 1−(p−/p+)′
) 1

p− ‖ut‖L(p−)′ (0,T ;V ′)
+

1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxds

+
1

4

∫
Q

|∇uε|p(x)
dxds+ C ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,t;L2(Ω))

+16C2 ‖ut‖2L(p−)′ (0,T ;V ′)
+

1

8
‖uε‖2L∞(0,t;L2(Ω)) . (63)

Combining(54) and (63), we obtain

1

4

∫
Ω

|uε|2 (t) dx− 1

8
‖uε‖2L∞(0,t;L2(Ω)) +

1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxdt

≤ C
(∫

Q

|∇u|p(x)
dxdt+ ‖ut‖2L(p−)′ (0,T ;V ′)

+ ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,T ;L2(Ω))

)
, (64)

which implies that

‖uε‖2L∞(0,t;L2(Ω)) + ‖uε‖p−
Lp−0,T ;W

1,p(.)
0 (Ω)

≤ C
(∫

Q

|∇u|p(x)
dxdt+ ‖ut‖2L(p−)′ (0,T ;V ′)

+ ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,T ;L2(Ω))

)
. (65)
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Now, we are in the case ii) and we prove an L∞ estimate on uε. Let Gk be defined

on R by Gk (r) = (r − k)
+
, where k = ‖u‖L∞(Ω) . We take Gk (uε) = (uε − k)

+
as a

test function in (53), and using the fact that G′k = (G′k)
p(.)

, uε ≥ 0, we obtain∫
Q

|∇Gk (uε)|p(x)
dxdt =

∫
Q

G′k (uε) |∇uε|p(x)
dxdt ≤

∫
Q

1

ε
(uε − u)

−
Gk (uε) dxdt

and since (uε − u)Gk (uε) = 0 for k = ‖u‖L∞(Q) , then it follows that

‖uε‖L∞(Q) ≤ ‖u‖L∞(Q) .

Thus, writing ut = u1
t + u2

t , with u1
t ∈ L

(p′)−
(

0, T ;W−1,p′(.) (Ω)
)

and u2
t ∈ L1 (Q)

such that
∥∥u1

t

∥∥
L

(p′)−(0,T ;W−1,p′(.)(Ω))
+
∥∥u2

t

∥∥
L1(Q)

≤ 2 ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
,

one has∣∣∣∣∫ t

0

〈ut, uε − u〉 ds
∣∣∣∣ ≤ ∫ t

0

∥∥u1
t

∥∥
W−1,p′(.)(Ω)

‖u− uε‖W 1,p(.)
0 (Ω)

dt+
∥∥u2

t

∥∥
L1(Q)

‖u− uε‖L∞(Q)

≤
∥∥u1

t

∥∥
L

(p′)−(0,t;W−1,p′(.)(Ω))
‖u− uε‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) + 2
∥∥u2

t

∥∥
L1(Q)

‖u‖L∞(Q)

≤
∥∥u1

t

∥∥
L

(p′)−(0,T ;W−1,p′(.)(Ω))
‖u− uε‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

) + 2
∥∥u2

t

∥∥
L1(Q)

‖u‖L∞(Q)

≤ 2 ‖ut‖
L

(p′)−(0,T ;W−1,p′(.)(Ω))+L1(Q)
‖u− uε‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

)
+4 ‖ut‖

L
(p′)−(0,T ;W−1,p′(.)(Ω))+L1(Q)

‖u‖L∞(Q) . (66)

From (62) , we get

2 ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
‖uε − u‖Lp−

(
0,t;W

1,p(.)
0 (Ω)

)

≤ 2
(p−)′(p++2)

p−

(
1 + T 1−(p−/p+)

) (p−)′

p− ‖2ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

+
(

1 + T 1−(p−/p+)
) 1

p− ‖2ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

+
1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxds+

1

4

∫
Q

|∇uε|p(x)
dxds. (67)

Therefore, using (54) and (66)-(67), we obtain

1

4

∫
Ω

|uε|2 (t) dx+
1

4

∫ t

0

∫
Ω

|∇uε|p(x)
dxdt (68)

≤ C
(∫

Q

|∇u|p(x)
dxdt+ ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

‖u‖L∞(Q)

)
,
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which implies that

‖uε‖2L∞(0,T ;L2(Ω)) + ‖uε‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

) (69)

≤ C
(∫

Q

|∇u|p(x)
dxdt+ ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

‖u‖L∞(Q)

)
.

Using estimates (65) or (68), we deduce that the sequence (uε) is bounded in

L∞(0, T ;L2(Ω)) and in Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
. This implies the existence of a sub-

sequence of (uε) converging to an element w weakly in Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
and

weakly−∗ in L∞
(
0, T ;L2(Ω)

)
. As in [6], ones shows that if ε < η then, uε ≥ uη.

Therefore, we conclude that (uε)ε>0 is a nonnegative decreasing bounded sequence in

L1 (Q) . Consequently, from the monotone convergence theorem, uε converges to w in
L1 (Q) and almost everywhere in Q.

Taking (uε − u)
−

as a test function in (53) , we obtain∫ T

0

〈
(uε)t , (uε − u)

−
〉
dt+

∫ T

0

|∇uε|p(x)−2∇uε.∇ (uε − u)
−
dxdt =

1

ε

∫
Q

∣∣∣(uε − u)
−
∣∣∣2dxdt,

which implies that

1

ε

∫
Q

∣∣∣(uε − u)
−
∣∣∣2 dxdt+

1

2

∫
Q

∣∣∣(uε − u)
−
∣∣∣2 (T ) dx

=

∫ T

0

〈
(uε)t , (uε − u)

−
〉
dt+

∫ T

0

|∇uε|p(x)−2∇uε.∇ (uε − u)
−
dxdt.

Hence, by (65) in case i) or (68) and L∞-estimates in case ii) , we deduce that

1

ε

∫
Q

∣∣∣(uε − u)
−
∣∣∣2 dxdt ≤M,

which implies, by Fatou’s lemma that w ≥ u and w ≥ u+ since w ≥ 0.

Step 2: In this step, one gives some estimates in W̃p(.) (0, T ) . Thanks to [10], there

exists a unique variational solution zε ∈ L∞
(
0, T ;L2 (Ω)

)
∩Lp−

(
0, T ;W

1,p(.)
0 (Ω)

)
of

the problem  −z
ε
t −∆p(.)z

ε = −2∆p(.)uε in (0, T )× Ω
zε (T ) = uε (T ) on Ω
zε = 0 on (0, T )× ∂Ω.

(70)

Note that −2∆p(.)uε ≥ (uε)t−∆p(.)uε in the distributional sense, which implies that
zε ≥ uε.
Taking zε as a test function in (70) and integrating between t and T and using the
Young inequality, we obtain∫

Ω

(zε (t))
2
dx+

1

2

∫
Q

|∇zε|p(x)
dx ≤ 1

2

∫
Ω

|uε|2 dx+
4(p′)

+

(p′)−

∫
Q

|∇uε|p(x)
dxdt,
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which implies that

‖zε‖2L∞(0,T ;L2(Ω))+‖z
ε‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

)≤ C
(∫

Q

|∇uε|p(x)
dxdt+ ‖uε‖2L∞(0,T ;L2(Ω))

)
.

(71)
By Proposition 2.1, we have

‖∇zε‖(Lp(.)(Q))N ≤ max

{(∫
Q

|∇zε|p(x)
dx

) 1
p−
,

(∫
Q

|∇zε|p(x)
dx

) 1
p+

}
. (72)

Hence, using (71) if we are in the case (i) i.e u ∈ Wp(.) (0, T ) , then we deduce from
(64)− (65) the following estimate.

‖zε‖2L∞(0,T ;L2(Ω)) + ‖zε‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

) ≤ C
(∫

Q

|∇u|p(x)
dxdt

+ ‖ut‖2L(p−)′ (0,T ;V ′)
+ ‖u‖2L∞(0,t;L2(Ω)) + ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
‖u‖L∞(0,t;L2(Ω))

)
(73)

and in the case (ii) , we get from (69) the following estimate.

‖zε‖2L∞(0,T ;L2(Ω)) + ‖zε‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

) ≤ C
(∫

Q

|∇u|p(x)
dxdt+ ‖u‖2L∞(0,T ;L2(Ω))

+ ‖ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
‖u‖L∞(Q)

)
. (74)

For reasons of simplicity one puts

[u]∗ =

∫
Q

|∇u|p(x)
dxdt+ ‖ut‖2L(p−)′ (0,T ;V ′)

+ ‖u‖2L∞(0,t;L2(Ω)) + ‖ut‖(p−)′

L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,t;L2(Ω)) (75)

and

[u]∗∗ =

∫
Q

|∇u|p(x)
dxdt+ ‖u‖2L∞(0,T ;L2(Ω)) + ‖ut‖(p−)′

L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
(76)

+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)
+ ‖ut‖L(p−)′(0,T ;W−1,p′(.)(Ω))+L1(Q)

‖u‖L∞(Q) .

We take v∈ Lp− (0, T ;V ) as a test function in (70) , to obtain∣∣∣∣∣
∫ T

0

〈(zε)t , v〉 dt

∣∣∣∣∣ ≤
∣∣∣∣∫
Q

|∇zε|p(x)−2∇zε.∇vdxdt
∣∣∣∣+

∣∣∣∣2 ∫
Q

|∇uε|p(x−2)∇uε.∇vdxdt
∣∣∣∣

≤ 2

∫ T

0

∥∥∥|∇zε|p(x)−1
∥∥∥
p′(.)
‖∇v‖p(.) dt+ 4

∫ T

0

∥∥∥|∇uε|p(x)−1
∥∥∥
p′(.)
‖∇v‖p(.) dt

≤ 4

∫ T

0

(∥∥∥|∇zε|p(x)−1
∥∥∥
p′(.)

+
∥∥∥|∇uε|p(x)−1

∥∥∥
p′(.)

)
‖v‖V dt. (77)
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Therefore, by the same method as in the proof of (38) , it follows that

‖(zε)t‖L(p−)′ (t0,T ;V ′)

≤ 4T
1− 1

(p′)−

∫ T

0

∫
Ω

|∇zε|p(x)
dxdt+ T

1−
(p′)−
(p′)+

(∫ T

0

∫
Ω

|∇zε|p(x)
dxdt

) (p′)−
(p′)+


1

(p′)−

(78)

+4T
1− 1

(p′)−

(∫ T

0

∫
Ω

|∇uε|p(x)
dxdt+ T

1−
(p′)−
(p′)+

(∫ T

0

∫
Ω

|∇uε|p(x)
dxdt

)
(p′)−
(p′)+

)
1

(p′)− .

We can rewrite (78) as follow.

‖(zε)t‖L(p−)′ (t0,T ;V ′)

≤ C

(∫ T

0

∫
Ω

|∇zε|p(x)
dxdt

) 1

(p′)−

+

(∫ T

0

∫
Ω

|∇zε|p(x)
dxdt

) 1

(p′)+

+

(∫ T

0

∫
Ω

|∇uε|p(x)
dxdt

) 1

(p′)−

+

(∫ T

0

∫
Ω

|∇uε|p(x)
dxdt

) 1

(p′)+

 . (79)

Finally, in the case (i) , i.e u ∈Wp(.) (0, T ), we deduce that

‖(zε)t‖L(p−)′ (t0,T ;V ′)
≤ C

(
[u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
. (80)

Hence combining (72)− (73) and (80) , we obtain

‖zε‖Wp(.)(0,T ) ≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
(81)

and since W̃p(.) (0, T ) ↪→Wp(.) (0, T ) , then

‖zε‖
W̃p(.)(0,T )

≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
. (82)

For the second case, i.e u ∈ Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
∩ L∞ (Q) , we have

‖(zε)t‖L(p−)′ (t0,T ;V ′)
≤ C

(
[u]

1

(p′)−
∗∗ + [u]

1

(p′)+
∗∗

)
. (83)

Then, from ( 72), ( 74) and ( 83), it follows that

[zε] = ‖zε‖2L∞(0,T ;L2(Ω)) + ‖zε‖p−
Lp−

(
0,T ;W

1,p(.)
0 (Ω)

)+ ‖(zε)‖Lp− (0,T ;V ′) + ‖∇zε‖Lp(.)(Q)

≤ C

(
[u]∗∗ + [u]

1
p−
∗∗ + [u]

1
p+ [u]

1

(p′)−
∗∗ + [u]

1

(p′)+

)
. (84)

According to (81) , zε is bounded in W̃p(.) (0, T ) . Hence, there exists a subsequence,

still denoted by zε such that zε converges weakly to z in Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)



50 S. OUARO AND U. TRAORE

and weakly∗ in L∞
(
0, T ;L2 (Ω)

)
, ∇zε converges weakly to ξ in

(
Lp
′(.) (Q)

)N
and

zεt converges to z̄ in L(p−)′
(

0, T ;W−1,p′(.) (Ω)
)
. Then, it follows that zt = z̄ and

ξ = ∇z. Therefore, z ∈ W̃p(.) (0, T ) . Hence, from [16], we deduce that zε is compact

in L1 (Q) . Consequently, zε → z a.e. in Q. Moreover, we have zε ≥ uε. Then, letting
ε→ 0, we get

z ≥ w ≥ u+ a.e. in Q. (85)

Therefore, if u ∈Wp(.) (0, T ) , we deduce from (81) that

‖zε‖
W̃p(.)(0,T )

≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
(86)

which implies that

‖z‖Wp(.)(0,T ) ≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
(87)

and if u ∈ Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
∩L∞ (Q) , ut ∈ Lp−

(
0, T ;W−1,p′(.) (Ω)

)
+L1 (Q) ,

we deduce from (84) that

[z] ≤ C

(
[u]∗∗ + [u]

1
p−
∗∗ + [u]

1
p+
∗∗ + [u]

1

(p′)−
∗∗ + [u]

1

(p′)+
∗∗

)
. (88)

Since we can obtain a similar result for the negative part u−, we end the proof of the
lemma by writing u = u+ + u−2
As a consequence of the Lemma 3.7 we have the following.

Corollary 3.8. For all u ∈Wp(.) (0, T ) ,

[u]∗ ≤ Cmax
{
‖u‖p−Wp(.)(0,T ) , ‖u‖

(p−)′

Wp(.)(0,T )

}
. (89)

Moreover, there exists z ∈ W̃p(.) (0, T ) such that |u| ≤ z and

‖z‖
W̃p(.)(0,T )

≤ Cmax

{
‖u‖

p−
(p′)−
Wp(.)(0,T ) , ‖u‖

(p−)′

p−
Wp(.)(0,T )

}
. (90)

Proof. Let’s recall that

[u]∗ = ρp(.) (∇u) + ‖ut‖2L(p−)′ (0,T ;V ′)
+ ‖u‖2L∞(0,t;L2(Ω))+ ‖ut‖

(p−)′

L(p−)′ (0,T ;V ′)

+ ‖ut‖L(p−)′ (0,T ;V ′)
+ ‖ut‖L(p−)′ (0,T ;V ′)

‖u‖L∞(0,t;L2(Ω)) .

We have
‖ut‖L(p−)′ (0,T ;V ′)

≤ ‖u‖Wp(.)(0,T ) (91)

and by Proposition 2.1, we deduce that

ρp(.) (∇u) ≤ max
{
‖∇u‖p−

Lp(.)(Q)
, ‖∇u‖p+

Lp(.)(Q)

}
≤ ‖u‖p−Wp(.)(0,T ) + ‖u‖p+Wp(.)(0,T ) . (92)

Using Proposition 3.2, we get

‖u‖L∞(0,T ;L2(Ω)) ≤ C ‖u‖Wp(.)(0,T ) . (93)
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Hence, by (91)-(93), we obtain

[u]∗ ≤ C
(
‖u‖Wp(.)(0,T ) + ‖u‖2Wp(.)(0,T ) + ‖u‖p−Wp(.)(0,T ) + ‖u‖p+Wp(.)(0,T ) + ‖u‖(p−)′

Wp(.)(0,T )

)
≤ Cmax

{
‖u‖p−Wp(.)(0,T ) , ‖u‖

(p−)′

Wp(.)(0,T )

}
. (94)

Thanks to Lemma 3.7, there exists z ∈ W̃p(.) (0, T ) such that |u| ≤ z and

‖z‖Wp(.)(0,T ) ≤ C

(
[u]

1
2
∗ + [u]

1
p−
∗ + [u]

1
p+
∗ + [u]

1

(p′)−
∗ + [u]

1

(p′)+
∗

)
,

which implies that

‖z‖Wp(.)(0,T ) ≤ C max

(
[u]

1
p−
∗ , [u]

1

(p′)−
∗

)
.

Therefore, from (94) we obtain

‖z‖
W̃p(.)(0,T )

≤ C max

{
‖u‖

p−
(p′)−
Wp(.)(0,T ) , ‖u‖

(p−)′

p−
Wp(.)(0,T )

}
. (95)

Then, we can prove the following result which gives the connection between the no-
tions of capacity and continuity.

Proposition 3.9. If u is cap-quasi continuous and belongs to Wp(.) (0, T ) , then for
all t > 0,

capp(.) ({|u| > t}) ≤ C

t
max

{
‖u‖

p−
(p′)−
Wp(.)(0,T ) , ‖u‖

(p−)′

p−
Wp(.)(0,T )

}
. (96)

Proof. We consider in the first step, the case where u belongs to Cc ([0, T ]× Ω) , this
step is motivated by the fact that Cc ([0, T ]× Ω) is dense in Wp(.) (0, T ) . Thanks to

Corollary 3.8, there exists z ∈ W̃p(.) (0, T ) such that |u| ≤ z holds true; then, since

W̃p(.) (0, T ) is continuously embedding in Wp(.) (0, T ) and
z

t
≥ 1 on the set {|u| > t} ,

we have

capp(.) ({|u| > t}) ≤
∥∥∥z
t

∥∥∥
Wp(.)(0,T )

≤ C

t
max

{
‖u‖

p−
(p′)−
Wp(.)(0,T ) , ‖u‖

(p−)′

p−
Wp(.)(0,T )

}
.

For the second step, we suppose only that u ∈Wp(.) (0, T ) and is capp(.)–quasi continu-
ous. Let ε > 0 be fixed, then there exists an open set Aε such that capp(.) (Aε) < ε and

u| (Q\Aε) is continuous, which implies that
{
u| (Q\Aε) > t

}
∩ (Q \Aε) is an open set in

Q\Aε. Then, there exists an open set U ⊂ RN such that
{
u| (Q\Aε) > t

}
∩ (Q \Aε) =

U ∩ (Q \Aε) . Consequently,

{|u| > t} ∪Aε =
({
u| (Q\Aε) > t

}
∩ (Q \Aε)

)
∪Aε = (U ∪Aε) ∩Q

is an open set.
Now, we consider the function z given by Corollary 3.8. Let w ∈Wp(.) (0, T ) be such
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that w ≥ χAε
and ‖w‖Wp(.)(0,T ) ≤ capp(.) (Aε) + ε < 2ε. Since w +

z

t
≥ 1 a.e. in

{|u| > t} ∪Aε, we have

capp(.) ({|u| > t}) ≤ capp(.) ({|u| > t} ∪Aε) ≤
∥∥∥w +

z

t

∥∥∥
Wp(.)(0,T )

≤ ‖w‖Wp(.)(0,T ) +
1

t
‖z‖Wp(.)(0,T ) ≤ 2ε+

1

t
‖z‖Wp(.)(0,T ) .(97)

Since ε > 0 is arbitrary, then, we deduce that

capp(.) ({|u| > t}) ≤ C

t
max

{
‖u‖

p−
(p′)−
Wp(.)(0,T ) , ‖u‖

(p−)′

p−
Wp(.)(0,T )

}
2

As in elliptic case, we have the following result of quasicontinuity.

Lemma 3.10. Any element v of Wp(.) (0, T ) has a cap-quasi continuous representative
ṽ which is cap-quasi everywhere unique, in the sense that two cap-quasi continuous
representatives of v are equal except on a set of null capacity.

Proof. We adapt the proof given in [6]. Since Cc ([0, T ]× Ω) is dense in Wp(.) (0, T ) ,
there exists a sequence (vm) ⊂ Cc ([0, T ]× Ω) such that vm converges to v inWp(.) (0, T ) ,
as m→∞. Moreover, we have

∞∑
m=1

2mmax

{∥∥vm+1 − vm
∥∥ p−

(p′)−
Wp(.)(0,T ) ,

∥∥vm+1 − vm
∥∥ (p−)′

p−
Wp(.)(0,T )

}
<∞.

We introduce the following subsets

ωm =
{∣∣vm+1 − vm

∣∣ > 2−m
}
, Ωr =

⋃
m≥r

ωm.

Using the fact that vm+1 − vm is continuous and belongs to Wp(.) (0, T ) , we apply
Proposition 3.9 to obtain

capp(.) (ωm) ≤ C2mmax

{∥∥vm+1 − vm
∥∥ p−

(p′)−
Wp(.)(0,T ) ,

∥∥vm+1 − vm
∥∥ (p−)′

p−
Wp(.)(0,T )

}
.

By subadditivity, we get

capp(.) (Ωr) ≤ C
∑
m≥r

2mmax

{∥∥vm+1 − vm
∥∥ p−

(p′)−
Wp(.)(0,T ) ,

∥∥vm+1 − vm
∥∥ (p−)′

p−
Wp(.)(0,T )

}
,

which implies that
lim
r→∞

capp(.) (Ωr) = 0.

For any r, we have

if (x, t) /∈ Ωr, then ∀m ≥ r,
∣∣vm+1 − vm

∣∣ (z) ≤ 2−m.

Hence, vm converges uniformly on the complement of each Ωr and pointwise in the

complement of

∞⋂
r

Ωr.

Moreover,

capp(.)

(∞⋂
r

Ωr

)
≤ capp(.) (Ωr)→ 0 as r tends to infinity,
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which prove that capp(.)

(∞⋂
r

Ωr

)
= 0.

Therefore, the limit of vm is defined cap-quasi everywhere and is cap-quasi continuous.
Let us call ṽ this cap-quasi continuous representative of v and assume that there
exists another representative z of v which is cap-quasi continuous and coincides with
v almost everywhere in Q. Then we have, thanks to Proposition 3.9,

capp(.)

({
|z − ṽ| > 1

k

})
≤ Ckmax

{
‖z − ṽ‖

p−
(p′)−
Wp(.)(0,T ) , ‖z − ṽ‖

(p−)′

p−
Wp(.)(0,T )

}
,

since ṽ = z in Wp(.) (0, T ) . This being true for any k, we obtain that ṽ = z cap-quasi
everywhere, so that the cap-quasi continuous representative of v is unique up to sets
of zero capacity 2

In what follows, we need the following results.

Lemma 3.11. Let (vn)n∈N be a sequence in Wp(.) (0, T ) which converges to v in
Wp(.) (0, T ) , then there exists a subsequence (ṽnk

)k∈N of (vn)n∈N which converges to
ṽ cap-quasi everywhere.

Proof. According to Proposition 3.9 and Lemma 3.10, the proof is similar to the proof
of Lemma 2.2.1 in [6] 2

4. Measures

In this part, we establish the relation between measures in Q and the notion of p (.)-
parabolic capacity. We extend the results obtained in the case of constant exponent
(see [6]) to the case of variable exponent. In the rest of the paper we denote by
Mb (Q) the space of bounded measure in Q and M+

b (Q) the subsets of nonnegative

measures of Mb (Q) . The duality between
(
Wp(.) (0, T )

)′
and Wp(.) (0, T ) is denoted

by 〈〈., .〉〉 ,
(
Wp(.) (0, T )

)′ ∩Mb (Q) is the set of element γ ∈
(
Wp(.) (0, T )

)′
such that

there exists c > 0 satisfying, for all ϕ ∈ C∞c (Q) , |〈〈γ, ϕ〉〉| ≤ c ‖ϕ‖L∞(Q) . Every

γ ∈
(
Wp(.) (0, T )

)′ ∩Mb (Q) is identified by unique linear application ϕ ∈ C∞c (Q) 7→∫
Q

ϕdγmeas where γmeas belongs toMb (Q) . The set of γ ∈
(
Wp(.) (0, T )

)′ ∩Mb (Q)

such that γmeas ∈M+
b (Q) is denoted by

(
Wp(.) (0, T )

)′ ∩M+
b (Q) .

Definition 4.1. We define

M0 (Q) =
{
µ ∈Mb (Q) : µ (E) = 0 for every E ⊂ Q such that capp(.) (E) = 0

}
.

The nonnegative measures in M0 (Q) will be said to belongs to M+
0 (Q) .

Proposition 4.1. Let µ belongs to M+
0 (Q) . Then, there exists γ ∈

(
Wp(.) (0, T )

)′ ∩
M+

b (Q) and a nonnegative function f ∈ L1 (Q, γmeas) such that µ = fγmeas.

Proof. Let u ∈ Wp(.) (0, T ) . Since by Lemma 3.7, u admits a cap-quasi continuous
representative denoted ũ which is cap-quasi everywhere unique, then we can define

the following functional F : Wp(.) (0, T )→ R by F (u) =

∫
Q

max {ũ, 0} dµ.
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The function F is convex and lower semicontinuous on Wp(.) (0, T ) (the lower semi-
continuity follows from Fatou’s Lemma and Lemma 3.11). Since Wp(.) (0, T ) is sep-
arable, the function F is the supremum of a countable family of continuous affine

functions. Hence, there exists a sequence (λn)n∈N in
(
Wp(.) (0, T )

)′
and a sequence

(an)n∈N in R such that F (u) = supn∈N {〈〈λn, u〉〉+ an} .
We have F (0) = 0, which implies that an ≤ 0. Then, it follows that

F (u) ≤ supn∈N {〈〈λn, u〉〉} . (98)

Since for every t > 0 and for every u ∈Wp(.) (0, T ) , we have

t 〈〈λn, u〉〉+ an ≤ F (tu) = tF (u) (99)

then, we get 〈〈λn, u〉〉 ≤ F (u) ; hence, by (98) we deduce that

F (u) = supn∈N {〈〈λn, u〉〉} . (100)

Now, we are going to show that λn belongs to
(
Wp(.) (0, T )

)′
. Using (100) and the

definition of F, we obtain

〈〈λn, ϕ〉〉 ≤
∫
Q

max {ϕ, 0} dµ ≤ ‖µ‖Mb(Q) ‖ϕ‖L∞(Q) , (101)

for all ϕ ∈ C∞c (Q) . Since the inequality (101) remains true for −ϕ, we deduce that

|〈〈λn, ϕ〉〉| ≤ ‖µ‖Mb(Q) ‖ϕ‖L∞(Q) , hence λn ∈
(
Wp(.) (0, T )

)′ ∩Mb (Q) .

For all ϕ ∈ C∞c (Q) such that ϕ ≥ 0, we have

−〈〈λn, ϕ〉〉 = 〈〈λn,−ϕ〉〉 ≤ F (−ϕ) = 0

which implies that

0 ≤ 〈〈λn, ϕ〉〉 =

∫
Q

ϕdλmeasn .

Then, it follows that λmeasn belongs to M+
b (Q) , that is equivalent to say that λn ∈(

Wp(.) (0, T )
)′ ∩M+

b (Q) . By (100) , for any nonnegative ϕ ∈ C∞c (Q) we have∫
Q

ϕdλmeasn = 〈〈λn, ϕ〉〉 ≤
∫
Q

ϕdµ,

then

λmeasn ≤ µ, (102)

moreover, we can write ‖λmeasn ‖Mb(Q) ≤ ‖µ‖Mb(Q) .

We define γ ∈
(
Wp(.) (0, T )

)′
by

γ =

∞∑
n=1

λn
2n(‖λn‖(Wp(.)(0,T ))

′ + 1)
. (103)

The serie γ is absolutely convergent in
(
Wp(.) (0, T )

)′
, moreover for all ϕ ∈ C∞c (Q) ,

we have

|〈〈γ, ϕ〉〉| =

∣∣∣∣∣
∞∑
n=1

〈〈λn, ϕ〉〉
2n(‖λn‖(Wp(.)(0,T ))

′ + 1)

∣∣∣∣∣
≤

∞∑
n=1

‖λmeasn ‖Mb(Q) ‖ϕ‖L∞(Q)

2n
≤ ‖µ‖Mb(Q) ‖ϕ‖L∞(Q) ,
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which implies that γ ∈
(
Wp(.) (0, T )

)′ ∩Mb (Q) .
Thanks to (103) , for all ϕ ∈ C∞c (Q) , we have∫

Q

ϕdγmeas = 〈〈γ, ϕ〉〉 =

∞∑
n=1

〈〈λn, ϕ〉〉
2n(‖λn‖(Wp(.)(0,T ))

′ + 1)

=

∞∑
n=1

1

2n(‖λn‖(Wp(.)(0,T ))
′ + 1)

∫
Q

ϕdλmeasn ,

hence,

γmeas =
λmeasn

2n(‖λn‖(Wp(.)(0,T ))
′ + 1)

(104)

and since λmeasn ≥ 0, γmeas is a nonnegative measure. For every n ∈ N, the measure
λmeas is absolutely continuous with respect to γmeas thus, there exists a nonnegative
function fn ∈ L1 (Q, dγmeas) such that λmeasn = fnγ

meas. Then, from (100) we get∫
Q

ϕdµ = supn∈N

∫
Q

fnϕdγ
meas, (105)

for any nonnegative ϕ ∈ C∞c (Q) . Since by (102) , we have fnγ
meas = λmeasn ≤ µ,

then ∫
B

fndγ
meas ≤ µ (B) , (106)

for any borelian subset B in Q and every n ∈ N. So we can write∫
B

sup {f1, f2, · · · , fk} dγmeas ≤ µ (B) , (107)

for any borelian subset B in Q and any k ≥ 1. Letting k tends to infinity we deduce
by the monotone convergence theorem∫

B

fdγmeas ≤ µ (B) , (108)

where f = supn∈N {fn} , hence by (104) , we obtain∫
B

ϕdµ = supn∈N

∫
Q

fnϕdγ
meas ≤

∫
Q

fϕdγmeas ≤
∫
Q

ϕdµ, (109)

for every nonnegative function ϕ ∈ C∞c (Q) which implies that µ = fγmeas and from
the fact that µ (Q) < +∞, we get f ∈ L1 (Q, dγmeas)2

Lemma 4.2. Let g ∈
(
Wp(.) (0, T )

)′
. Then, there exists g1 ∈ L(p−)′

(
0, T ;W−1,p′(.) (Ω)

)
,

g2 ∈ Lp− (0, T ;V ) , F ∈
(
Lp
′(.) (Q)

)N
and g3 ∈ L(p−)′

(
0, T ;L2 (Ω)

)
such that

〈〈g, u〉〉 =

∫ T

0

〈g1, u〉 dt+

∫ T

0

〈ut, g2〉+
∫
Q

F.∇udxdt
∫
Q

g3udxdt, ∀u ∈Wp(.) (0, T ) .

Moreover, we can choose (g1, g2, F, g3) such that

‖g1‖L(p−)′(0,T ;W−1,p′(.)(Ω))
+ ‖g2‖Lp− (0,T ;V ) + ‖|F |‖Lp′(.)(Q) + ‖g3‖L(p−)′ (0,T ;L2(Ω))

≤ C ‖g‖(Wp(.)(0,T ))
′ . (110)
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Proof. We introduce the following functional space

E = Lp− (0, T ;V )×
(
Lp(.) (Q)

)N
× L(p−)′ (0, T ;V ′)

endowed with the norm

‖(v1, v2, v3)‖E = ‖v1‖Lp− (0,T ;V ) + ‖|v2|‖Lp(.)(Q) + ‖v3‖L(p−)′ (0,T ;V ′)

and we consider the map T : Wp(.) (0, T )→ E by T (u) = (u,∇u, ut) .
Since

‖T (u)‖E = ‖(ut,∇u, u)‖E = ‖u‖Wp(.)(0,T ) . (111)

Then T is isometric from Wp(.) (0, T ) to E.

Setting G = T
(
Wp(.) (0, T )

)
, then T−1 is defined from G to Wp(.) (0, T ) . Now, we

take g ∈
(
Wp(.) (0, T )

)′
and we introduce the functional Φ : G→ R by Φ (v1, v2, v3) =〈〈

g, T−1 (v1, v2, v3)
〉〉
.

Since Φ is a continuous linear form on G then by Hahn-Banach theorem, it can
be extended to a continuous linear form on E still denoted by Φ with ‖Φ‖E′ =
‖g‖(Wp(.)(0,T ))

′ .

Consequently, there exists h1 ∈ (Lp− (0, T ;V ))
′
, F = (f1, f2, · · · , fN ) ∈

(
Lp
′(.) (Q)

)N
and h2 ∈

(
L(p−)′ (0, T ;V ′)

)′
such that

Φ (v1, v2, v3) = 〈h1, v1〉(Lp− (0,T ;V ))′,Lp− (0,T ;V ) + 〈F, v2〉(Lp′(.)(Q))
N
,(Lp(.)(Q))

N

+ 〈h2, v3〉(
L(p−)′ (0,T ;V ′)

)′
,L(p−)′ (0,T ;V ′)

. (112)

Moreover, we have

‖h1‖(Lp− (0,T ;V ))′ + ‖|F |‖Lp′(.)(Q) + ‖h2‖(
L(p−)′ (0,T ;V ′)

)′ ≤ ‖Φ‖E′ . (113)

Thanks to Remark 3.1, we have

(Lp− (0, T ;V ))
′

= L(p−)′
(

0, T ;W−1,p′(.) (Ω)
)

+ L(p−)′
(
0, T ;L2 (Ω)

)
(with equivalent norms). Then, there exists g1 ∈ L(p−)′(0, T ;W−1,p′(.)(Ω)) and g3 ∈
L(p−)′(0, T ;L2(Ω)) such that

〈h1, v1〉(Lp− (0,T ;V ))′,Lp− (0,T ;V ) =

∫ T

0

〈g1, v1〉 dt+

∫
Q

g3v1dxdt. (114)

Since
(
L(p−)′ (0, T ;V ′)

)′
= Lp− (0, T ;V ) , there exists g2 ∈ Lp− (0, T ;V ) such that

〈h2, v2〉(
L(p−)′ (0,T ;V ′)

)′
,L(p−)′ (0,T ;V ′)

=

∫ T

0

〈v2, g2〉 dt. (115)

Therefore, we have

Φ (v1, v2, v3) =

∫ T

0

〈g1, v1〉 dt+

∫ T

0

〈v2, g2〉 dt+

∫
Q

F∇udxdt+

∫
Q

g3v1dxdt



p (.) DECOMPOSITION OF MEASURES 57

with

‖g1‖L(p+)′(0,T ;W−1,p′(.)(Ω))
+ ‖g3‖L(p+)′ (0,T ;L2(Ω))

+ ‖F‖(Lp′(.)(Q))
N + ‖g2‖Lp− (0,T ;V )

≤ C
(
‖h1‖L(p−)′ (0,T ;V ′)

+ ‖|F |‖Lp′(.)(Q) + ‖h2‖(
L(p−)′ (0,T ;V ′)

)′
)

≤ C ‖g‖(Wp(.)(0,T ))
′ . (116)

Then it follows that for all u ∈Wp(.) (0, T ) , we have

〈〈g, u〉〉 =
〈〈
g, T−1 (T (u))

〉〉
= Φ (T (u))

=

∫ T

0

〈g1, u〉 dt+

∫ T

0

〈ut, g2〉 dt+

∫
Q

F∇u dxdt+

∫
Q

g3u dxdt 2(117)

Since for all θ ∈ C∞c (Q), the multiplication ϕ 7→ θϕ is linear continuous from
Wp(.)(0, T ) toWp(.)(0, T ), we can define the multiplication of an element ν ∈ (Wp(.)(0, T ))′

by θ thanks to a duality method : θν ∈
(
Wp(.) (0, T )

)′
is defined by 〈θν, ϕ〉 = 〈ν, θϕ〉 .

Then, the following result can be proved similarly to that in [6].

Lemma 4.3. Let ν ∈
(
Wp(.) (0, T )

)′ ∩ Mb (Q) and θ ∈ C∞c (Q) . We take ρn as

a sequence of symmetric (i.e ρn (.,−) = ρn (.)) regularizing kernels in R × RN and

µ = θν ∈
(
Wp(.) (0, T )

)′
. Then, µ ∈

(
Wp(.) (0, T )

)′ ∩Mb (Q) , µmeas = θνmeas, µmeas

has a compact support in Q and

‖µmeas ∗ ρn‖L1(Q) ≤ ‖ν
meas‖Mb(Q) and µmeas ∗ ρn → µ in

(
Wp(.) (0, T )

)′
.

(118)

Proof. Since θ ∈ C∞c (Q) and ν ∈
(
Wp(.) (0, T )

)′
, then µ = θν ∈

(
Wp(.) (0, T )

)′
.

Moreover, for all ϕ ∈ C∞c (Q) , we have |〈〈µ, ϕ〉〉| = |〈〈ν, θν〉〉| ≤ C ‖θϕ‖L∞(Q) ≤
C ‖θ‖L∞(Q) ‖ϕ‖L∞(Q) , which implies that µ ∈

(
Wp(.) (0, T )

)′ ∩Mb (Q) .

For all ϕ ∈ C∞c (Q) , we have∫
Q

ϕdµmeas = 〈〈µ, ϕ〉〉 = 〈〈ν, θϕ〉〉 =

∫
Q

θϕdνmeas,

hence µmeas = θνmeas and µmeas has compact support. Therefore, µmeas ∗ ρn
is well defined and belongs to C∞c (Q) for n large enough. Moreover, we have
‖µmeas ∗ ρn‖L1(Q) ≤ ‖µ

meas‖Mb(Q) .

Since ν ∈ (Wp(.)(0, T ))′, then by the Lemma 4.2, there exists (g1, g2, F, g3) ∈
L(p−)′(0, T ;W−1,p′(.)(Ω))×Lp−(0, T ;V )× (Lp

′
(Q))N ×L(p−)′(0, T ;L2(Ω)) such that

〈〈µ, ϕ〉〉 = 〈〈ν, θϕ〉〉

=

∫ T

0

〈g1, θϕ〉 dt+

∫ T

0

〈(θϕ)t , g2〉 dt+

∫
Q

F.∇ (θϕ) dxdt+

∫
Q

g3θϕdt

=

∫ T

0

〈g1, θϕ〉 dt+

∫ T

0

〈ϕt, θg2〉 dt+

∫ T

0

〈θtϕ, g2〉 dt

+

∫
Q

F.∇ (θϕ) dxdt+

∫
Q

g3θϕdt,



58 S. OUARO AND U. TRAORE

for all ϕ ∈ Wp(.) (0, T ) . Since by the proof of the second part of Proposition 3.2, the

term θtϕ belongs to L(p−)′
(
0, T ;L2 (Ω)

)
, then we have∫ T

0

〈θtϕ, g2〉 dt =

∫
Q

θtϕg2dxdt.

We have g1 ∈ L(p−)′
(

0, T ;W−1,p′(.)(Ω)
)
, then there exists G1 ∈

(
Lp
′(.) (Q)

)N
such

that g1 = div (G1) , so that∫ T

0

〈θg1, ϕ〉 dt =

∫ T

0

〈div (G1) , ϕ〉 dt−
∫ T

0

〈G1∇θ, ϕ〉 dt.

Moreover, we have∫
Q

F.∇ (θϕ) dxdt =

∫
Q

F.∇θϕdxdt+

∫
Q

θF.∇ϕdxdt.

Thus, for all ϕ ∈Wp(.) (0, T ) , one has

〈〈µ, ϕ〉〉 =

∫ T

0

〈div (θG1) , ϕ〉 dt+

∫ T

0

〈ϕt, θg2〉 dt+

∫
Q

F.∇θϕdxdt

+

∫
Q

θF.∇ϕdxdt+

∫
Q

g3θϕdt−
∫
Q

G1∇θϕdxdt+

∫
Q

θtϕg2dxdt. (119)

For n large enough, supp (θ)∪ supp (ρn) is included in a fixed compact K ⊂ Q. Then
it follows that supp (µmeas ∗ ρn) = supp (θνmeas ∗ ρn) is also contained in K. Now, we
take ξ ∈ C∞c (Q) be such that ξ ≡ 1 on a neighborhood of K; then for n large enough,

supp (ξ)∪ supp (ρn) is a compact subset of Q. Since C∞c (Q) ↪→
(
Wp(.) (0, T )

)′
, for all

ϕ ∈Wp(.) (0, T ) , we have

〈〈µmeas ∗ ρn, ϕ〉〉 =

∫
Q

ϕµmeas ∗ ρndxdt.

Hence, for all ϕ ∈ C∞c ([0, T ]× Ω) , we have

〈〈µmeas ∗ ρn, ϕ〉〉 =

∫
Q

ξϕµmeas ∗ ρndxdt =

∫
Q

(ξϕ) ∗ ρndµmeas.

We suppose that n is large enough, then supp ((ξϕ) ∗ ρn) is a compact subset of Q
and since (ξϕ) ∗ ρn belongs to C∞c (Q) , then by (119) , we get

〈〈µmeas ∗ ρn, ϕ〉〉 = 〈〈µ, (ξϕ) ∗ ρn〉〉

=

∫ T

0

〈div (θG1) , (ξϕ) ∗ ρn〉 dt+

∫ T

0

〈((ξϕ) ∗ ρn)t , θg2〉 dt

+

∫
Q

F.∇θ (ξϕ) ∗ ρndxdt+

∫
Q

θF.∇ (ξϕ) ∗ ρndxdt+

∫
Q

g3θ (ξϕ) ∗ ρndt

−
∫
Q

G1∇θ (ξϕ) ∗ ρndxdt+

∫
Q

θtg2 (ξϕ) ∗ ρndxdt.
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According to the support of θ and ξ we can write

〈〈µmeas ∗ ρn, ϕ〉〉 =

∫ T

0

〈div ((θG1) ∗ ρn) , ξϕ〉 dt+

∫ T

0

〈(ξϕ)t , (θg2) ∗ ρn〉 dt

+

∫
Q

(F.∇θ) ∗ ρnξϕdxdt+

∫
Q

θF.∇ (ξϕ) ∗ ρndxdt+

∫
Q

(θg3) ∗ ρnξϕdxdt

−
∫
Q

(G1∇θ) ξϕdxdt+

∫
Q

(θtg2) ∗ ρnξϕdxdt.

Now, using the fact that ξ ≡ 1 on a neighborhood of supp (θ) ∪ supp (ρn) , we obtain

〈〈µmeas ∗ ρn, ϕ〉〉 =

∫ T

0

〈div ((θG1) ∗ ρn) , ϕ〉 dt+

∫ T

0

〈ϕt, (θg2) ∗ ρn〉 dt (120)

+

∫
Q

(F.∇θ) ∗ ρnϕdxdt+

∫
Q

θF.∇ϕ ∗ ρndxdt+

∫
Q

(θg3) ∗ ρnϕdt

−
∫
Q

(G1∇θ) ∗ ρnϕdxdt+

∫
Q

(θtg2) ∗ ρnϕdxdt,

for all ϕ ∈ C∞c ([0, T ]× Ω) , but since this space is dense in Wp(.) (0, T ) and both sides
are continuous with respect to the norm of Wp(.) (0, T ) , equality (120) remains true
for ϕ ∈Wp(.) (0, T ) .

We have (θG1) ∗ ρn → θG1 in
(
Lp
′(.) (Q)

)N
, (θg2) ∗ ρn → θg2 in Lp− (0, T ;V ) ,

(F.∇θ) ∗ ρn → F.∇θ in Lp
′(.) (Q) , ∇ϕ ∗ ρn → ∇ϕ in

(
Lp(.) (Q)

)N
, (θg3) ∗ ρn → θg3

in L(p+)′
(
0, T ;L2 (Ω)

)
, (G1∇θ) ∗ ρn → G1∇θ in Lp

′(.) (Q) and (θtg2) ∗ ρn → θtg2 in

Lp−
(
0, T ;L2 (Ω)

)
, then subtracting (119) and (120) , we obtain

|〈〈µmeas ∗ ρn, ϕ〉〉| =

∣∣∣∣∣
∫ T

0

〈div ((θG1) ∗ ρn − θG1) , ϕ〉 dt

+

∫ T

0

〈ϕt, (θg2) ∗ ρn − θg2〉 dt+

∫
Q

((θg3) ∗ ρn − θg3)ϕdxdt

+

∫
Q

((G1∇θ)− (G1∇θ) ∗ ρn)ϕdxdt+

∫
Q

((θtg2) ∗ ρn − θtg2)ϕdxdt

+

∫
Q

((F.∇θ) ∗ ρn − F.∇θ)ϕdxdt+

∫
Q

θF. (∇ϕ ∗ ρn −∇ϕ) dxdt

∣∣∣∣
≤
(
‖(θG1) ∗ ρn − θG1‖(Lp′(.)(Q))

N ‖∇ϕ‖
(Lp(.)(Q))

N + ‖(θg2) ∗ ρn − θg2‖Lp− (0,T ;V )

×‖ϕt‖L(p−)′ (0,T ;V ′)
+ ‖(θg3) ∗ ρn − θg3‖L(p+)′ (0,T ;L2(Ω))

‖ϕ‖Lp+ (0,T ;L2(Ω))

+ ‖G1∇θ − (G1∇θ) ∗ ρn‖Lp′(.)(Q) ‖ϕ‖Lp(.)(Q) + ‖(θtg2) ∗ ρn − θtg2‖Lp− (0,T ;L2(Ω))

×‖ϕ‖
L(p−)′ (0,T ;L2(Ω))

+ ‖(F.∇θ) ∗ ρn − F.∇θ‖Lp′(.)(Q) ‖ϕ‖Lp(.)(Q)

+ ‖θF‖(Lp′(.)(Q))
N ‖∇ϕ ∗ ρn −∇ϕ‖(Lp(.)(Q))

N

)
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≤ C
(
‖(θG1) ∗ ρn − θG1‖(Lp′(.)(Q))

N + ‖(θg2) ∗ ρn − θg2‖Lp− (0,T ;V )

+ ‖(θg3) ∗ ρn − θg3‖L(p+)′ (0,T ;L2(Ω))
+ ‖(F.∇θ) ∗ ρn − F.∇θ‖Lp′(.)(Q)

+ ‖G1∇θ − (G1∇θ) ∗ ρn‖Lp′(.)(Q) + ‖(θtg2) ∗ ρn − θtg2‖Lp− (0,T ;L2(Ω))

)
‖ϕ‖Wp(.)(0,T )

+ ‖θF‖(Lp′(.)(Q))
N ‖∇ϕ ∗ ρn −∇ϕ‖(Lp(.)(Q))

N ,

which implies that µmeas ∗ ρn converges to µ in Wp(.) (0, T )2

Theorem 4.4. Let µ ∈ M0 (Q) then there exists g ∈
(
Wp(.) (0, T )

)′
and h ∈ L1 (Q)

such that µ = g + h in the sense that∫
Q

ϕdµ = 〈〈g, ϕ〉〉+

∫
Q

hϕdxdt, (121)

for all ϕ ∈ C∞c ([0, T ]× Ω) .

Proof. Since µ belongs toM0 (Q) , then by Hahn Banach decomposition of µ we have
µ+, µ− ∈M0 (Q) , so we can assume that µ ∈M+

0 (Q) . Hence, from the Proposition

4.1, there exists γ ∈
(
Wp(.) (0, T )

)′ ∩M+
0 (Q) and nonnegative Borel function f ∈

L1 (Q, dγmeas) such that

µ (B) =

∫
B

fdγmeas for all Borel set B in Q.

Since γmeas is a regular measure and C∞c (Q) is dense in L1 (Q, dγmeas) , then there ex-
ists a sequence (fn)n∈N in C∞c (Q) such that fn converges strongly to f in L1(Q, dγmeas).

Moreover, we have

∞∑
n=0

‖fn − fn−1‖L1(Q,dγmeas) <∞.

Defining νn by νn = (fn − fn−1) γ ∈
(
Wp(.) (0, T )

)′
, then by Lemma 4.3 we get

ν ∈
(
Wp(.) (0, T )

)′ ∩ Mb (Q) and

∞∑
n=0

νmeasn =

∞∑
n=0

(fn − fn−1) γmeas strongly con-

verges to µ in Mb (Q) . Therefore, we can consider µ as compactly supported mea-
sure. Using the Lemma 4.3, we deduce that ρl ∗ νmeasn strongly converges to νn
in
(
Wp(.) (0, T )

)′
, hence we can extract a subsequence still denoted by l such that

‖ρl ∗ νmeasn − νn‖(Wp(.)(0,T ))
′ ≤ 1

2n
.

Let us rewrite now

n∑
k=0

νmeask as follows

n∑
k=0

νmeask =

n∑
k=0

ρlk ∗ νmeask +

n∑
k=0

(νmeask − ρlk ∗ νmeask ) . (122)

In the following, we denote respectively by mn, hn the first and second term in (122)

and we define the sequence gn by gn =

n∑
k=0

(νk − ρlk ∗ νmeask ) , so mn is a measure

with compact support, hn is a function in C∞c (Q) and gn belongs to
(
Wp(.) (0, T )

)′
.
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We have gn =

n∑
k=0

(νmeask − ρlk ∗ νmeask ) . Taking θn in C∞c (Q) be such that θ ≡ 1

on a neighborhood of (supp (f0) ∪ · · · ∪ supp (fn))∩ supp

(
n∑
k=0

ρlk ∗ νmeask

)
, then we

can write gn = θngn.
Since all terms in (122) has compact support, we can use ϕ ∈ C∞c ([0, T ]× Ω) as test
function in (122) to obtain∫

Q

ϕdmn =

∫
Q

hnϕdxdt+ 〈〈gn, ϕ〉〉 (123)

since ∫
Q

ϕdgmeasn =

∫
Q

θnϕdg
meas
n = 〈〈gn, θnϕ〉〉 = 〈〈gn, ϕ〉〉 .

We have

‖h‖L1(Q) ≤
∞∑
k=0

‖ρlk ∗ νmeask ‖L1(Q) ≤
∞∑
k=0

‖νmeask ‖Mb(Q) <∞,

which implies the existence of a subsequence of (hn)n∈N converging to an element h

in L1 (Q) . We have

‖gn‖ ≤
∞∑
k=0

‖νk − ρlk ∗ νmeasn ‖(Wp(.)(0,T ))
′ ≤

∞∑
k=0

1

2k
<∞,

hence (hn)n∈N converges strongly to an element g in
(
Wp(.) (0, T )

)′
. Then it follows

that

〈〈gn, ϕ〉〉+

∫
Q

hnϕdxdt→ 〈〈g, ϕ〉〉+

∫
Q

hϕdxdt, (124)

for every ϕ ∈ C∞c ([0, T ]× Ω) .

Now, we prove that

∫
Q

ϕdmn converges to

∫
Q

ϕdµ. For that, we recall the following

linear and continuous injection{
Mb (Q) →

(
C
(
Q̄
))′

m 7→ m̃ defined by m̃ (f) =
∫
Q
fdm.

We know that mn strongly converges to µ in Mb (Q) , m̃n strongly converges to m̃
and since ϕ ∈ C

(
Q̄
)
, we have∫

Q

ϕdmn = m̃n (ϕ)→ m̃ (ϕ) =

∫
Q

ϕdµ. (125)

Combining (123)− (125) , we get (121)2
As consequences of Theorem 4.4 and Lemma 4.2, we have the following decomposition
theorem which is the main result of this part.

Theorem 4.5. Let µ ∈ M0 (Q) then there exists (f, F, g1, g2) such that f ∈ L1 (Q) ,

F ∈
(
Lp
′(.) (Q)

)N
, g1 ∈ L(p−)′

(
0, T ;W−1,p′(.) (Ω)

)
,g2 ∈ Lp− (0, T ;V ) such that∫

Q

ϕdµ =

∫
Q

fϕdxdt+

∫
Q

F.∇udxdt+

∫ T

0

〈g1, ϕ〉 dt−
∫ T

0

〈ϕt, g2〉 dt,
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∀ϕ ∈ C∞c ([0, T ]× Ω) . Such a triplet (f, F, g1, g2) will be called a decomposition of µ.

Notice that the decomposition of µ ∈ M0 (Q) given by the previous theorem is not
unique, however as in [6] the following result can be proved.

Lemma 4.6. Let µ ∈ M0 (Q) and let (f, F, g1, g2) ,
(
f̃ , F̃ , g̃1, g̃2

)
be two different

decompositions of µ according to Theorem 4.5. Then we have∫ T

0

〈(g2 − g̃2)t , ϕ〉 dt =

∫
Q

(
f̃ − f

)
ϕdxdt+

∫
Q

(
F̃ − F

)
.∇ϕdxdt+

∫ T

0

〈g̃1 − g1, ϕ〉 dt

(126)
for all ϕ ∈ C∞c ([0, T ]× Ω) . Moreover, g2− g̃2 ∈ C

(
[0, T ] ;L1 (Q)

)
and (g2 − g̃2) (0) =

0.

Proof. We have∫
Q

ϕdµ =

∫
Q

fϕdxdt+

∫
Q

F.∇ϕdxdt+

∫ T

0

〈g1, ϕ〉 dt−
∫ T

0

〈ϕt, g2〉 dt (127)

and ∫
Q

ϕdµ =

∫
Q

f̃ϕdxdt+

∫
Q

F̃ .∇ϕdxdt+

∫ T

0

〈g̃1, ϕ〉 dt−
∫ T

0

〈ϕt, g̃2〉 dt, (128)

for all ϕ ∈ C∞c ([0, T ]× Ω) , then subtracting (126) and (127) , we get∫
Q

(
f̃ − f

)
ϕdxdt+

∫
Q

(
F̃ − F

)
.∇ϕdxdt+

∫ T

0

〈g̃1 − g1, ϕ〉 dt = −
∫ T

0

〈ϕt, g2 − g̃2〉 dt,

(129)
which is equivalent to say that∫
Q

(
f̃ − f

)
ϕdxdt+

∫
Q

(
F̃ − F

)
.∇ϕdxdt+

∫ T

0

〈g̃1 − g1, ϕ〉 dt =

∫ T

0

〈(g2 − g̃2)t , ϕ〉 dt,

(130)
for all ϕ ∈ C∞c ([0, T ]× Ω) .

Since g2− g̃2 ∈ Lp−
(

0, T ;W
1,p(.)
0 (Ω)

)
, applying Theorem 1.1 in [13], we deduce that

g2 − g̃2 ∈ C
(
[0, T ] ;L1 (Ω)

)
.

Since, by the integration by part formula, we have∫ T

0

〈ϕt, g2 − g̃2〉 dt+

∫ T

0

〈(g2 − g̃2)t , ϕ〉 dt =

∫
Ω

ϕ (0) (g2 − g̃2) (0) dx,

for all ϕ ∈ C∞c ([0, T ]× Ω) , such that ϕ (T ) = 0, then, from (129) , we obtain∫
Ω

ϕ (0) (g2 − g̃2) (0) dx = 0.

Choosing ϕ = (T − t)ψ with ψ ∈ C∞c (Ω) , we get

T

∫
Ω

(g2 − g̃2) (0)ψdx = 0 for all ψ ∈ C∞c (Ω) ,

which implies that (g2 − g̃2) (0) = 02
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A Quasi-Uniformity On BCC-algebras

S. Mehrshad and N. Kouhestani

Abstract. We introduce a quasi-uniformity U on a BCC-algebra X by a family of ideals of X.
If T (U) is the topology induced by U , we study some conditions under which (X,T (U)) becomes

a (semi)topological BCC-algebra. Also, we show that bicompletion of the quasi-uniformity U
can be considered a T (U?)-topological BCC-algebra which contains X as a sub-dense space.

2010 Mathematics Subject Classification. 06F35, 22A26 .

Key words and phrases. BCC-algebra, (semi)topological BCC-algebra, filter,

Quasi-uniforme space, Bicompletion.

1. Introduction

In 1966, Y. Imai and K. Iséki in [13] introduced a class of algebras of type (2, 0)
called BCK-algebras which generalizes on one hand the notion of algebra of sets whit
the set subtraction as the only fundamental non-nullary operation, on the other hand
the notion of impliction algebra. K. Iséki posed an interesting problem whether the
class of BCK-algebras form a variety. In connection with this problem Y. Komori in
[14] introduced a notion of BCC-algebras which is a generalization of notion BCK-
algebras and proved that class of all BCC-algebras is not a variety. W.A. Dudek in [9]
redefined the notion of BCC-algebras by using a dual form of the ordinary definition.
Further study of BCC-algebras was continued [3, 6, 7, 8]. In 1937, André Weil in [17]
introuduced the concept of a uniform space as a generalization of the concept of a
metric space in which many non-topological invariants can be defined. The study of
quasi-uniformities started in 1948 with Nachbin’s investigations on uniform preordered
spaces. In 1960, Á. Csaszar introduced quasi-uniform spaces and showed that every
topological space is quasi-uniformizable. This result established an interesting analogy
between metrizable spaces and topological spaces. quasi-uniform structures were also
studied in algebraic structures. See for example [15]. In this paper, in section 3,
we use of ideals of a BCC-algebra X to define a quasi-uniformity U on X. We show
that (X,U) is precompact but it is not T1 and T2. We prove that for each cardinal
number α there is a T0 quasi-uniform BCC-algebra. In section 4, by using of regular
ideals we make the uniformity U∗ on X and show that (X,T (U∗)) is compact semi
topological BCC-algebra, where T (U∗) is induced topology by U∗ on X. Finally, we

obtain U∗- Cauchy filters and then construct a bicompletion BCC-algebra (X̃, Ũ) of

(X,U) and prove that (X̃, T (Ũ)) is a topological BCC-algebra which has X as a
sub-dense-BCC-algebra.

Received June 4, 2015.
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2. Preliminary

2.1. Topological Space. Recall that a set A with a family T of its subsets is called
a topological space, denoted by (A, T ), if T is closed under finite intersections and
arbitrary unions. The members of U are called open sets of A and the complement
of A ∈ U , that is A \ U , is said to be a closed set. If B is a subset of A, the smallest
closed set containing B is called the closure of B and denoted by B (or cluB). A
subfamily {Uα : α ∈ I} of T is said to be a base of T if for each x ∈ U ∈ T there
exists an α ∈ I such that x ∈ Uα ⊆ U , or equivalently, each U in T is the union
of members of {Uα}. A subset P of A is said to be a neighborhood of x ∈ A, if
there exists an open set U such that x ∈ U ⊆ P . Let Ux denote the totality of all
neighborhoods of x in A. Then a subfamily Vx of Ux is said to form a fundamental
system of neighborhoods of x, if for each Ux in Ux, there exists a Vx in Vx such that
Vx ⊆ Ux. Topological space (A, T ) is said to be compact, if each open covering of A
is reducible to a finite open covering, locally compact, if for each x ∈ A there exist
an open neighborhood U of x and a compact subset K such that x ∈ U ⊆ K. Also
(A, T ) is said to be disconnected if there are two nonempty, disjoint, open subsets
U, V ⊆ A such that A = U ∪V , and connected otherwise, totally disconnected if each
nonempty connected subset of A has one point only, locally connected if each open
neighborhood of every point x contains a connected open neighborhood of x. The
maximal connected subset containing a point of A is called the component of that
point [2].

2.2. Quasi-Uniform Space. Let A be a non-empty set and ∅ 6= F ⊆ P (A). Then
F is called a filter on P (A), if for each F1, F2 ∈ F :
(i) F1 ∈ F and F1 ⊆ F imply F ∈ F ,
(ii) F1 ∩ F2 ∈ F ,
(iii) ∅ 6∈ F .
A subset B of a filter F on A is a base of F iff, every set of F contains a set of B. If
F is a family of nonempty subsets of A, then we denote generated filter by F with
fil(F).

A quasi-uniformity on a set A is a filter Q on P (X ×X) such that
(i) 4 = {(x, x) ∈ A×A : x ∈ A} ⊆ q, for each q ∈ Q,
(ii) For each q ∈ Q, there is a p ∈ Q such that p ◦ p ⊆ q where

p ◦ p = {(x, y) ∈ A×A : ∃z ∈ A s.t (x, z), (z, y) ∈ p}.
The pair (A,Q) is called a quasi-uniform space. If Q is a quasi-uniformity on a set A,
then q−1 = {q−1 : q ∈ Q} is also a quasi-uniformity on A called the conjugate of Q.
It is well-known that if a quasi-uniformity satisfies condition: q ∈ Q implies q−1 ∈ Q,
then Q is a uniformity. Also Q is a uniformity on A provided

∀q ∈ Q ∃p ∈ Q s.t p−1 ◦ p ⊆ q.
Furthermore, Q∗ = Q∨Q−1 is a uniformity on A. A subfamily C of quasi-uniformity
Q is said to be a base for Q iff, each q ∈ Q contains some member of C. The topology
T (Q) = {G ⊆ X : ∀x ∈ G ∃q ∈ Q s.t q(x) ⊆ G} is called the topology induced by the
quasi-uniformity Q [11].

Proposition 2.1. [11] Let C be a family of subset of X ×X such that
(i) 4 ⊆ B, for each B ∈ C;
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(ii) for B1, B2 ∈ C, there is a B3 ∈ C such that B3 ⊆ B1 ∩B2;
(iii) for each B ∈ C, there is a C ∈ C such that C ◦ C ⊆ B.
Then there is the unique quasi-uniformity U = {U ⊆ X ×X : ∃B ∈ C : B ⊆ U} on
X for which C is a base.

Definition 2.1. [11] (i) A filter G on quasi-uniform space (A,Q) is called Q?-Cauchy
filter if for each U ∈ Q, there is a G ∈ G such that G×G ⊆ U.
(ii) A quasi-uniform space (A,Q) is called bicomplete if each Q?-Cauchy filter con-
verges with respect to the topology T (Q?).
(iii) A bicompletion of a quasi-uniform space (A,Q) is a bicomplete quasi-uniform
space (Y,V) that has a T (V?)-dense subspace quasi-unimorphic to (A,Q).
(iv) A Q?-Cauchy filter on a quasi-uniform space (A,Q) is minimal provided that it
contains no Q?-Cauchy filter other than itself.

Lemma 2.2. [11] Let G be a Q?-Cauchy filter on a quasi-uniform space (A,Q). Then,
there is exactly one minimal Q?-Cauchy filter coarser than G. Furthermore, if B is a
base for G, then {q(B) : B ∈ B and q is a symetric member of Q?} is a base for the
minimal Q?-Cauchy filter coarser than G.

Lemma 2.3. [11] Let (A,Q) be a T0 quasi-uniform space and Ã be the set of all
minimal Q∗-Cauchy filters on it. For each q ∈ Q, let

q̃ = {(G,H) ∈ Ã× Ã : ∃G ∈ G and H ∈ H s.t G×H ⊆ q},

and Q̃ = fil{q̃ : q ∈ Q}. Then the following statements hold:

(i) (Ã, Q̃) is a T0 bicomplete quasi-uniform space and (A,Q) is a quasi-uniformly

embedded as a T ((̃Q?))-dense subspace of (Ã, Q̃) by the map i : X → Ã such that, for
each x ∈ A, i(x) is the T (Q?)-neighborhood filter at x. Furthermore, the uniformities

(Q̃)? and (̃Q?) coincide.

(ii) Any T0 bicomplete of (A,Q) is a quasi-unimorphic to (Ã, Q̃).

In Lemma 2.3, (A,Q) is T0 if (x, y) ∈
⋂
B∈C B and (y, x) ∈

⋂
B∈C B imply x = y,

for each x, y ∈ A. Also (A,Q) is T0 quasi-uniform space if and only if (A, T (Q)) is a
T0 topological space.

2.3. BCC- Algebra. A BCC-algebra is a non empty set X with a constant 0 and
a binary operation ∗ satisfying the following axioms, for all x, y, z ∈ X :
(1) ((x ∗ y) ∗ (z ∗ y)) ∗ (x ∗ z) = 0,
(2) 0 ∗ x = 0,
(3) x ∗ 0 = x,
(4)x ∗ y = 0 and y ∗ x = 0 imply x = y.

A non empty subset S of BCC-algebra X is called subalgebra of X if it is closed
under BCC-operation. For a BCC-algebra X, we denote x ∧ y = y ∗ (y ∗ x) for all
x, y ∈ X. On any BCC-algebra X one can define the natural order ≤ putting

x ≤ y ⇔ x ∗ y = 0

it is not difficult to verify that this order is partial and 0 is its smallest element.
In BCC-algebra X, following hold: for any x, y, z ∈ X
(5) (x ∗ y) ∗ (z ∗ y) ≤ x ∗ z,
(6) x ≤ y implies x ∗ z ≤ y ∗ z and z ∗ y ≤ z ∗ x,
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(7) x ∧ y ≤ x, y
(8) x ∗ y ≤ x
(9) (x ∗ y) ∗ z ≤ x ∗ (y ∗ z)
(10) x ∗ x = 0,
(11) (x ∗ y) ∗ x = 0. [8]

Definition 2.2. [4] Let X be a BCC-algebra and ∅ 6= I ⊆ X. I is called an ideal of
X if it satisfies the following conditions:
(12) 0 ∈ I,
(13) x ∗ y ∈ I and y ∈ I imply x ∈ I.

If I is an ideal in BCC-algebra of X, then I is a subalgebra. Moreover, if x ∈ I
and y ≤ x, then y ∈ I. An ideal I is said to be regular ideal if the relation

x ≡I y ⇐⇒ x ∗ y, y ∗ x ∈ I

is a congruence relation. In this case we denote x/I = {y : x ≡I y} and X/I = {x/I :
x ∈ X}. X/I is a BCC-algebra by x/I ∗ y/I = (x ∗ y)/I.

3. A quasi-uniformity in BCC-algebras

In this section we let X be a BCC-algebra and η be an arbitrary family of ideals
of X which is closed under intersection.

Definition 3.1. Let T be a topology on a BCC-algebra X. Then:
(i) ∗ is continuous in (first)second variable if x ∗ y ∈ U ∈ T , then there is a (V )
W ∈ T such that (x ∈ V ) y ∈ W and (V ∗ x ⊆ U) x ∗W ⊆ U . In this case, we also
say (X, ∗, T ) is (right) left topological BCC-algebra.
(ii) (X, ∗, T ) is semitopological BCC-algebra if it is left and right topological BCC-
algebra, i.e. if x ∗ y ∈ U ∈ T , then there are V,W ∈ T such that x ∈ V, y ∈ W and
x ∗W ⊆ U and V ∗ y ⊆ U.
(iii) (X, ∗, T ) is topological BCC-algebra if ∗ is continuous , i.e. if x ∗ y ⊆ U ∈ T ,
then there are two neighborhoods V,W of x, y, respectively, such that V ∗W ⊆ U .

Definition 3.2. A quasi-uniform BCC-algebra is a BCC-algebra endowed with a
quasi-uniformity.

Theorem 3.1. Let X be a BCC-algebra. The set C = {IL : I ∈ η} is a base for a
quasi-uniformity U on X, where IL = {(x, y) ∈ X ×X : y ∗ x ∈ I}.

Proof. Let I ∈ η. Then 4 ⊆ I, because for any x ∈ X, x ∗ x = 0 ∈ I. Now we prove
that IL ◦ IL ⊆ IL. Let (x, y) ∈ IL ◦ IL. Then there exists z ∈ X such that (x, z) ∈ IL
and (z, y) ∈ IL. Hence z∗x and y∗z are in I. Since ((y∗x)∗(z∗x))∗(y∗z) = 0 ∈ I and
y∗z ∈ I, (y∗x)∗(z∗x) ∈ I. Again since z∗x ∈ I, we get that y∗x ∈ I. This implies that
(x, y) ∈ IL and so IL ◦ IL ⊆ IL. Since η is closed under intersection for each I, J ∈ η,
IL ∩ JL = (I ∩ J)L ∈ C. Thus, C satisfies in conditions (i), (ii), (iii) from Proposition
2.1. Hence C is a base for the quasi-uniformity {U ∈ X ×X : ∃I ∈ η s.t IL ⊆ U}. �

Notation. From now on, U is the unifomity in Theorem 3.1 and T (U) = {G ⊆ X :
∀x ∈ G ∃I ∈ η s.t IL(x) ⊆ G} is induced topology by it.
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Example 3.1. Let X = {0, 1, 2, 3} be a BCC-algebra with the following table:

∗ 0 1 2 3
0 0 0 0 0
1 1 0 0 1
2 2 1 0 1
3 3 3 3 0

Then obviously I1 = {0},I2 = {0, 1, 2} and I3 = X are ideals of X. Clearly,

(I1)L = 4∪ {(1, 0), (2, 0), (3, 0), (2, 1)},
(I2)L = 4∪ {(1, 0), (2, 0), (3, 0), (2, 1), (0, 1), (0, 2)}

and (I3)L = X ×X. Therefore, by Theorem 3.1, B = {(Ii)L : i = 1, 2, 3} is a base of
the quasi-uniformity U = {U ⊆ X ×X : ∃i ∈ {1, 2, 3} s.t (Ii)L ⊆ U} on X. Moreover
(I1)L(0) = {0}, (I1)L(1) = {0, 1} and (I1)L(3) = (I2)L(3) = {0, 3}. Also,

(I2)L(0) = (I2)L(1) = (I1)L(2) = (I2)L(2) = {0, 1, 2},
(I3)L(0) = (I3)L(1) = (I3)L(2) = (I3)L(3) = X,

Therefore T (U) = {U ⊆ X ×X : ∀x ∈ U ∃i ∈ {1, 2, 3} s.t (Ii)L(x) ⊆ U}.

Recall subset I of BCC-algera X is called BCC-ideal if 0 ∈ I and (x∗y)∗z ∈ I,y ∈ I
imply x ∗ z ∈ I. In a BCC-algebra any BCC-ideal is an ideal. [7]

Lemma 3.2. For any I ∈ η and x ∈ X, define IL(x) = {y ∈ X : y ∗ x ∈ I}. Then
following holds:
(i) 0 ∈ IL(x),
(ii) if x ≤ y, then IL(x) ⊆ IL(y),
(iii) if y ∈ IL(x), then IL(y) ⊆ IL(x),
(iv) if x ∈ I, then IL(x) = I,
(v) if y ∈ I, then IL(x ∗ y) ⊆ IL(x) for each x ∈ X,
(vi) if I is a BCC-ideal and x ∈ I, then for any y ∈ X, IL(x ∗ y) ⊆ IL(y).

Proof. (i) Since 0 = 0 ∗ x ∈ I, 0 ∈ IL(x).
(ii) Let z ∈ IL(x). Then z ∗ x ∈ I. Since x ≤ y, by (2), z ∗ y ≤ z ∗ x. Hence z ∗ y ∈ I,
which implies that z ∈ IL(y).
(iii) Let z ∈ IL(y). Then z ∗ y ∈ I. Since y ∈ IL(x), y ∗ x ∈ I. Now from
((z ∗ x) ∗ (y ∗ x)) ∗ (z ∗ y) = 0 we conclude that z ∗ x ∈ I and so z ∈ IL(x).
(iv) Since x ∈ I,

y ∈ IL(x)⇔ (x, y) ∈ IL ⇔ y ∗ x ∈ I ⇔ y ∈ I.
(v) Let z ∈ IL(x ∗ y). Then z ∗ (x ∗ y) ∈ I. By (9), (z ∗ x) ∗ y ≤ z ∗ (x ∗ y). Therefore
(z ∗ x) ∗ y ∈ I. Since y ∈ I, z ∗ x ∈ I. Hence z ∈ IL(x).
(vi) Let z ∈ IL(x∗y). Then (z ∗x)∗y ∈ I. Since x ∈ I and I is a BCC-ideal, z ∗y ∈ I.
Hence z ∈ IL(y). �

Theorem 3.3. T (U) is the smallest topology on X which includes η and (X, ∗, T (U))
is a right topological BCC-algebra.

Proof. By Lemma 3.2 (iii), it is easy to prove that IL(x) ∈ T (U), for each x ∈ X and
I ∈ η. Now let x, y ∈ X and x ∗ y ∈ G ∈ T (U). Then there exists I ∈ η such that
IL(x ∗ y) ⊆ G. Let z ∈ IL(x). Since z ∗ x ∈ I and ((z ∗ y) ∗ (x ∗ y)) ∗ (z ∗ x) = 0 ∈ I,
(z ∗y)∗ (x∗y) is in I and so z ∗y ∈ IL(x∗y). Hence IL(x)∗y ⊆ IL(x∗y). This implies
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that ∗ is contiuous in first variable. Now suppose T is a topology on X such that ∗
is continuous in first variable and η ⊆ T . We show that T (U) ⊆ T . For this, given
x ∈ G ∈ T (U?). Then there exists I ∈ η such that IL(x) ⊆ G. Since x∗x = 0 ∈ I ∈ T ,
there exists V ∈ T such that x ∈ V and V ∗ x ⊆ I. If z ∈ V , then z ∗ x ∈ I and so
z ∈ IL(x). Hence x ∈ V ⊆ IL(x) ⊆ G. Thus T (U) ⊆ T . �

Recall a non zero element a ∈ X is called an atom of a BCC-algebra if x ≤ a
implies x = 0 or x = a. It is easy to see if a 6= b are atoms, then a ∗ b = a. [6]

Proposition 3.4. If all non zero elements of BCC-algebra X are atoms, then:
(i) for each I ∈ η and x ∈ X, IL(x) = I,
(ii) (X, ∗, T (U)) is a topological BCC-algebra,
(iii) (X,U) is a uniform space,

Proof. (i) The proof is obvious.
(ii) Let x, y ∈ X and x ∗ y ∈ G ∈ T (U). Then there exists I ∈ η such that IL(x ∗ y) =
I ⊆ G. Now

x ∗ y ∈ IL(x) ∗ IL(y) = I ∗ I ⊆ I ⊆ G.
(iii) Let U ∈ U . Then there exists, I ∈ η such that IL ⊆ U . We claim that
I−1
L ◦ IL ⊆ U . Let (x, y) ∈ I−1

L ◦ IL. For some a z ∈ X we have (x, z) ∈ I−1
L and

(z, y) ∈ IL. Hence x ∗ z ∈ I and y ∗ z ∈ I. Since x, y are atoms, x, y ∈ I. Therefore,
(x, y) ∈ IL ⊆ U . �

Recall that a quasi-uniform space (A,Q) is said to be precompact if for each q ∈ Q
there exist x1, x2, ..., xn ∈ A such that A = ∪ni=1q(xi). [11]

Proposition 3.5. Let X be a BCC-algebra. The following conditions are equivalent:
(i) the topological space (X,T (U)) is compact,
(ii) the quasi-uniform space (X,U) is precompact,
(iii) there exists S = {x1, x2, ..., xn} ⊆ X such that for all a ∈ X and I ∈ η, a∗xi ∈ I,
for some xi ∈ S.

Proof. (i)⇒ (ii) it is clear.
(ii)⇒ (iii) Let I ∈ η. Since (X,U) is precompact, there exist x1, x2, ..., xn ∈ X such
that X = ∪ni=1IL(xi). If a ∈ X, then there exists xi such that a ∈ IL(xi). Therefore
a ∗ xi ∈ I.
(iii)⇒ (i) Let X = ∪α∈ΩGα, where each Gα is an open set of X. Then for any xi ∈ S
there exists αi ∈ Ω such that xi ∈ Gαi

. Since Gαi
is an open set, there exists I ∈ η

such that IL(xi) ⊆ Gαi
, For any a ∈ X by hypothesis a ∗ xi ∈ I for some xi ∈ S.

Hence a ∈ IL(xi) ⊆ Gαi . Therefore, X = ∪ni=1IL(xi) ⊆ ∪ni=1Gαi . So (X,T (U)) is
compact. �

Proposition 3.6. Let η = {I}. Then:
(i) if Ic is a finite set, then topological space (X,T (U)) is compact,
(ii) the set I is compact in topological space (X,T (U)),
(iii) for any x ∈ X, IL(x) is compact set in topological space (X,T (U)).

Proof. (i) Let {Gα : α ∈ Ω} be an open cover of X and Ic = {x1, x2, ..., xn}. Then
there exist α0, α1, ..., αn ∈ Ω such that 0 ∈ Gα0

, x1 ∈ Gα1
, x2 ∈ Gα2

, ....xn ∈ Gαn
. By

(3), I = IL(0) ⊆ Gα0
, so X = I ∪ Ic ⊆ Gα0

∪Gα1
... ∪Gαn

.
(ii) Let I ⊆

⋃
α∈ΩGα, where each Gα is an open set of X. Since 0 ∈ I, there is α ∈ Ω
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such that 0 ∈ Gα. Then I = IL(0) ⊆ Gα. Hence I is a compact set in topological
space (X,T (U)).
(iii) Suppose x ∈ X and {Gα : α ∈ Ω} an open cover of IL(x). Since x ∈ IL(x), there
exists α ∈ Ω such that x ∈ Gα. Hence IL(x) ⊆ Gα. �

Let (A,Q) be a quasi-uniform space and C be a base for it. Recall (A,Q) is
said to be T1 quasi-uniform space if 4 =

⋂
B∈C B and T2 quasi-uniform space if

4 =
⋂
B∈C B

−1oB. [11]

Proposition 3.7. quasi-uniform space (X,U) is T0 space iff, {0} ∈ η. But it is not
T1 and T2 space.

Proof. Let (x, y), (y, x) ∈
⋂
I∈η IL. Hence x ∗ y ∈ I, y ∗ x ∈ I, for all I ∈ η. Since

{0} ∈ η, x ∗ y = y ∗ x = 0. By (4), x = y. Hence (X,U) is T0 space. Conversely, let
(X,U) be T0. Let x ∈

⋂
I∈η I. Then for each I ∈ η, x ∗ 0 = x and 0 ∗ x = 0, both,

are in I. So (x, 0), (0, x) ∈
⋂
I∈η IL. Since (X,U) is T0, x = 0. Hence

⋂
I∈η I = {0}.

Since η is closed under intersection, {0} ∈ η.
For any y ∈ X, (y, 0) ∈

⋂
I∈η IL. Hence

⋂
U∈U U 6= 4 which implies that (X,U) is

not T1 and T2. �

Proposition 3.8. Let for any a ∈ X, la : X → X by la(x) = a ∗ x be an open map.
Then (X,T (U)) is a T0 space.

Proof. Let x, y ∈ X and x 6= y. By (iv) of Lemma 3.2, I is in T (U), so x ∗ I and y ∗ I
are open neighborhoods of x, y, respectively. We claim that y /∈ x ∗ I or x /∈ y ∗ I.
If y ∈ x ∗ I and x ∈ y ∗ I, then there exist z1, z2 ∈ I such that x = y ∗ z1 and
y = x ∗ z2. By (8), x ≤ y and y ≤ x. So x ∗ y = y ∗ x = 0. By(4), x = y. This is a
contradiction. �

Proposition 3.9. The following conditions are equivalent:
(i) (X,T (U)) is a T0 space,
(ii) for every 0 6= x ∈ X there is I ∈ η such that x 6∈ I,
(iii) for each 0 6= x ∈ X there exists U ∈ T (U) such that x /∈ U .

Proof. (i⇒ ii) Let 0 6= x ∈ X. Since (X,T (U)) is T0, there is an open neighborhood
G of 0 such that x 6∈ G. As 0 ∈ G, there is I ∈ η such that 0 ∈ I ⊆ G. Clearly x 6∈ I.
(ii⇒ iii) Because for each I ∈ η, I belongs T (U), the proof is obvious.
(iii ⇒ i) Let x, y ∈ X and x 6= y. Then x ∗ y 6= 0 or y ∗ x 6= 0. Without the lost of
generality, suppose x∗y 6= 0. By hypothesis there exists G ∈ T (U) such that x∗y /∈ G.
Since 0 ∈ G, there exists I ∈ η such that I = IL(0) ⊆ G. Since (X, ∗, T (U)) is right
topological BCC-algebra and 0 ∗ x = 0, there is J ∈ η such that JL(0) ∗ x ⊆ I. Let
K = I ∩ J. We claim that x /∈ KL(y). If x ∈ KL(y), then x ∗ y ∈ K ⊆ I ⊆ G.
This is a contradiction. Hence (X,T (U)) is a T0 space. Conversely, Let 0 6= x ∈ X.
Since (X,T (U)) is a T0 space and each open set in (X,T (U)) contains 0, there exists
U ∈ T (U) such that x /∈ U. �

Let (A,Q) and (A∗, R) be quasi-uniform spaces.The map f : (A,Q) → (A∗, R)
is called quasi-uniform continuous if for each r ∈ R there exists q ∈ Q such that
(x, y) ∈ q implies (f(x), f(y)) ∈ r. [11],[16]

Proposition 3.10. Let X be a BCC-algebra and a ∈ X. The mapping ra : (X,U)→
(X,U) given by ra(x) = x ∗ a for all x ∈ X is quasi-uniform continuous.
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Proof. Let U ∈ U . Then there exists I ∈ η such that IL ⊆ U. Let (x, y) ∈ IL. Since
y ∗ x ∈ I and (y ∗ a) ∗ (x ∗ a) ≤ (y ∗ x), we get that (y ∗ a) ∗ (x ∗ a) ∈ I and so

(ra(x), ra(y)) = ((x ∗ a), (y ∗ a)) ∈ IL ⊆ U. 2

Theorem 3.11. For each n ≥ 4, there exists a quasi uniform BCC-algebra of order
n.

Proof. Let (X, ∗, 0) be a BCC-algebra and η be a family of ideals in X which is closed
under intersection. By Theorem 3.1, there is a uniformity U on X. Suppose a 6∈ X
and X ′ = X ∪ {a}. Then X ′ is a BCC-algebra by

x⊗ y =


x ∗ y if x, y ∈ X

a if x = a, y = 0
0 if x = a, y 6= 0
x if x ∈ X, y = a

(1)

We prove that for all I ∈ η, I ′ = I ∪ {a} is an ideal of X ′. Clearly, 0 ∈ I ′. Let
x⊗y ∈ I ′ and y ∈ I ′. If x, y 6= a, then x∗y ∈ I. Since I is an ideal in X and y ∈ I, we
get that x ∈ I ⊆ I ′. If x = a, clearly x ∈ I ′. If x ∈ X and y = a, then x = x⊗ y ∈ I ′.
Thus η′ = {I ′ : I ∈ η} is a family of ideals in X ′ which is closed under intersection.
By Theorem 3.1, there is a uniformity U ′ on X ′.
By Example 3.1, there is a quasi-uniform BCC-algebra of order 4. If (X, ∗, 0,U) is
a quasi-uniform BCC-algebra of order n, then by the above paragraph there is a
quasi-uniform BCC-algebra of order n+ 1. �

Corollary 3.12. For each n ≥ 4, there is a right topological BCC-algebra of order n.

Proof. By Theorems 3.11 and 3.3, the proof is obvious. �

Theorem 3.13. For each n ≥ 4, there is a T0 quasi-uniform BCC-algebra of order
n.

Proof. Let (X, ∗, 0) be a BCC-algebra and a /∈ X. Then X
′

= X ∪ {a} is a BCC-
algebra by

x⊗ y =

 x ∗ y if x, y ∈ X
0 if x ∈ X, y = a
a if x = a, y ∈ X

(2)

First we show that every ideal in X is an ideal in X ′. Let I be an ideal in X, x⊗y ∈ I
and y ∈ I. x 6= a because a ∗ y = a /∈ I. Since x ∗ y ∈ I, x, y ∈ X and I is an ideal
in X, we get that x ∈ I. Hence if η is a family of ideals in X which is closed under
intersection it is in X ′ so. By Theorem 3.1, there are quasi-uniformities U , U ′

on
X, X

′
, respectively. By Proposition 3.7, (X,U) is a T0 quasi-uniform space iff {0} ∈ η

iff (X
′
,U ′

) is T0 quasi-uniform space.
Now by Example 3.1, (X,U) is a T0 quasi-uniform BCC-algebra of order 4. Let
(X, ∗, 0,U) be a T0 quasi-uniform BCC-algebra of order n. Then by the above para-

graph, we can find a quasi-uniform BCC-algebra (X
′
,U ′

) of order n+1. �

Theorem 3.14. Let α be an infinite cardinal number. Then there is a T0 quasi-
uniform BCC-algebra of order α.
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Proof. Let X be a set with cardinal number α. Consider X0 = {x0 = 0, x1, x2, ...} a
countable subset of X. Define

xi ∗ xj =

{
0 if i = j
xi if i 6= j.

(3)

Then (X0, ∗, 0) is a BCC-algebra. Let η be a collection of ideals in X0 which is closed
under intersection and contains {0}. Then by Theorem 3.1 and Proposition 3.7, there
is a quasi-uniformity U0 on X0 such that (X0,U0) is a T0 quasi-uniform BCC-algebra.
Now, define the binary operation ⊗ on X by

x⊗ y =


x ∗ y if x, y ∈ X0

0 if x ∈ X0, y /∈ X0

x if x /∈ X0, y ∈ X0

0 if x = y /∈ X0

x if x 6= y x, y /∈ X0.

(4)

It is routine to check that X is a BCC-algebra of order α. Let I ∈ η and x, y ∈ X
such that x⊗ y ∈ I and y ∈ I. Then y ∈ X0. If x ∈ X0, then since I is an ideal in X0

and x ∗ y = x⊗ y ∈ I, we get that x ∈ I. If x /∈ X0, then x = x⊗ y ∈ I. This proves
that η is a collection of ideals in X which is closed under intersection and contains
{0}. Hence by Theorem 3.1 and Proposition 3.7, there is a T0 quasi-uniformity U on
X. �

Corollary 3.15. If α is a cardinal number, then there is a T0 right topological BCC-
algebra.

4. The bicompletion of topological BCC-algebra

In this section, we let X be a BCC-algebra and η be an arbitrary family of regular
ideals of X which is closed under intersection and prove that for T0 quasi-uniform

BCC-algebra (X,U), the bicompletion (X̃, Ũ) admits the structure of a topological

BCC-algebra such that X is a T (Ũ)?-dense sub BCC-algebra of X̃.

Proposition 4.1. Let I be a regular ideal of BCC-algebra X. Define I−1
L = {(x, y) ∈

X ×X : (y, x) ∈ IL} and I?L = IL ∩ I−1
L . Then following holds:

(i) I−1
L = {(x, y) ∈ X ×X : x ∗ y ∈ I},

(ii) I−1
L (x) = {y ∈ X : x ∗ y ∈ I},

(iii) I−1
L (0) = X,

(iv) I?L = {(x, y) ∈ X ×X : x ≡I y},
(v) I?L(x) = {y ∈ X : x ≡I y} = x/I,
(vi) if x ∈ I, then I?L(x) = I,
(vii) I?L(I?L(0)) = I?L(0),
(viii) I?L(G ∗H) = I?L(G) ∗ I?L(H).

Proof. The proofs (i),(ii),(iv),(v) and (viii) are easy. To prove (iii), let x ∈ X. Since
0 ∗ x = 0 ∈ I, by (ii) , x ∈ I−1

L (0). So X ⊆ I−1
L (0).

(vi)
z ∈ I?L(x)⇔ z ≡I x⇔ x ∗ z ∈ I, z ∗ x ∈ I ⇔ z ∈ I.

(vii) By (iv) we have

I?L(I?L(0)) = I?L(I) = {y ∈ X : ∃x ∈ I s.t y ≡I x} = {y ∈ X : y ∈ I} = I = I?L(0). 2
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Theorem 4.2. There is a uniformity U? on X such that (X,T (U?)) is a completely
regular topological BCC-algebras, where T (U?) is the induced topology by U? on X.

Proof. Let B = {I?L : I ∈ η}. As the proof of Theorem 3.1, we can show that B is a
base for the quasi-uniformity U? = {U ⊆ X ×X : ∃I ∈ η s.t I?L ⊆ U}. We prove U?
is a uniformity. For this we must show U−1 ∈ U?, for all U ∈ U?. Let U ∈ U?. Then
I?L ⊆ U for some I ∈ η. Since I?L = (I?L)−1, (I?L)−1 ⊆ U and so I?L ⊆ U−1. This implies
that U−1 ∈ U?. Now suppose T (U?) = {G ⊆ X : ∀x ∈ G ∃I ∈ η s.t I?L(x) ⊆ U}
is the induced topology by U? on X. We will prove that ∗ is continuous. For this,
suppose x ∗ y ∈ G ∈ T (U?). Then there exists I ∈ η such that I?L(x ∗ y) ⊆ G. Let
z ∈ I?L(x) ∗ I?L(y). Then z = α ∗ β, for some α ∈ I?L(x) and β ∈ I?L(y). Since α ≡I x
and β ≡I y and ≡I is congruence relation, x ∗ y ≡I α ∗ β = z. This implies that
z ∈ I?L(x ∗ y) and so I?L(x) ∗ I?L(y) ⊆ I?L(x ∗ y). Finally, since T (U?) is the induced
topology by uniformity U?, it is completely regular on X. �

Example 4.1. Let (X, ∗, 0) be as BCC-algebra in example 3.1. It is easy to see that
I1, I2 and I3 are regular ideals of X. Hence (I1)?L = 4,

(I2)?L = 4∪ {(0, 1), (1, 0), (0, 2), (2, 0), (1, 2), (2, 1)}

and (I3)?L = X ×X. Therefore, U? = {U ⊆ X ×X : ∃i ∈ {1, 2, 3} s.t (Ii)
?
L ⊆ U}.

Example 4.2. Let X = [0,∞). Then X is a BCC-algebra with the following opera-
tion

x ∗ y =

{
0 if x 6 y
x if x > y.

(5)

Let In = [0, n], for each n ≥ 1. We show that In is a regular ideal. Let (x ∗ y) ∗ z ∈ In
and y ∈ In. If y < x, then x ∗ z = (x ∗ y) ∗ z ∈ In. If y ≥ x, then x ∈ In. Since x ∗ z
is x or 0, we get that x ∗ z ∈ In. Thus, In is a BCC-ideal and so is a regular ideal.
Moreover,

In
?
L = {(x, y) ∈ X ×X : x ∗ y, y ∗ x ≤ n} = {(x, y) ∈ X ×X : x, y ∈ In} = In × In.

Now let η = {In : n ≥ 1}. Then η is a family of regular ideals which is closed under
intersection. By Theorem 4.2, U? = {U ⊆ X ×X : ∃n ≥ 1 s.t In × In ⊆ U}.

A topological space A is connected if and only if it has only A and ∅ as closed and
open subsets.

Proposition 4.3. The space (X,T (U?)) is connected if and only if η = {X}.

Proof. Let X 6= I ∈ η and x 6∈ I. It is clear that I?L(x) ∈ T (U?). We show that

I?L(x) is closed in this space. Let y ∈ I?L(x). Then there is a z ∈ I?L(y) ∩ I?L(x).
Hence y ≡I z ≡I x which implies that y ∈ I?L(x). Obviously, I∗L(x) is nonempty. If
I∗L(x) = X, then 0 is in it and so x ≡I 0 which implies that x ∈ I, a contradiction.
Thus, I∗L(x) is a nonempty proper subset of X which is closed and open. Hence
this space is not connected. Conversely, let η = {X}. Then T (U?) = {∅, X}. Hence
(X,T (U?)) is connected. �

Recall quasi-uniform space (A,Q) is totally bounded, if for each q ∈ Q there exist
sets S1, S2, ..., Sn such that A =

⋃n
i=1 Si and for each 1 ≤ i ≤ n, Si × Si ⊆ q.[11],[16]
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Proposition 4.4. The following conditions are equivalent:
(i) for each I ∈ η, X/I is finite,
(ii) (X,U) is totally bounded,
(iii) (X,T (U?)) is compact.

Proof. (i ⇒ ii) Let for each I ∈ η, X/I be finite. We prove that (X,U) is totally
bounded. Let I ∈ η. Since X/I is finite, there are x1, x2, ..., xn ∈ X such that
X =

⋃n
i=1 xi/I. For each 1 ≤ i ≤ n, xi/I × xi/I ⊆ IL because if (x, y) ∈ xi/I × xi/I,

then x ≡I xi ≡I y and so (x, y) ∈ IL. This proves that (X,U) is totally bounded.
(ii⇒ iii) Let (X,U) be totally bounded and I ∈ η. There exist sets S1, S2, ..., Sn, such
that

⋃n
i=1 Si = X and for each 1 ≤ i ≤ n, Si × Si ⊆ IL. Let 1 ≤ i ≤ n and x, y ∈ Si.

Since (x, y) and (y, x) are in IL, we get x ≡I y. This proves that Si ⊆ xi/I, for some
xi ∈ Si. Now to prove that (X,T (U?)) is compact let X =

⋃
α∈ΩGα, where each Gα

is in T (U?). Then there are Gα1 , ..., Gαn such that xi ∈ Gαi for each 1 ≤ i ≤ n. Now
suppose x ∈ X, then x ∈ xi/I, for some 1 ≤ i ≤ n and so x ∈ I?L(xi) ⊆ Gαi .Therefore
X ⊆

⋃n
i=1Gαi

, which shows that (X,T (U?)) is compact.
(iii ⇒ i) Let I ∈ η. Since {I?L(x) : x ∈ X} is an open cover of X in T (U?),
there are x1, x2, ..., xn ∈ X such that X ⊆

⋃n
i=1 I

?
L(xi). Now it is easy to see that

X/I = {x1/I, ..., xn/I}. �

Theorem 4.5. Let (X, ∗, T ) be a semi topological BCC-algebra. If η ⊆ T , then
T (U∗) ⊆ T .

Proof. Let (X, ∗, T ) be a semitopological BCC-algebra which includes η. Given x ∈
G ∈ T (U?). Then there exists I ∈ η such that I?L(x) ⊆ G. Since x ∗ x = 0 ∈ I ∈ T ,
there exists U ∈ T such that x ∈ U and x ∗U,U ∗x ⊆ I. If z ∈ U , then x ∗ z, z ∗x ∈ I
and so z ∈ I?L(x). Hence x ∈ U ⊆ I?L(x) ⊆ G. Thus T (U?) ⊆ T . �

Lemma 4.6. Let B be a base for U?-Cauchy filter G on quasi-uniform BCC-algebra
(X,U). Then the set {I?L(B) : I ∈ η , B ∈ B} is a base for a uniqe minimal U?-
Cauchy filter coarser than G.

Proof. By Lemma 2.2, the set {U(B) : B ∈ B , U ∈ U?} is a base for the unique
minimal U?-Cauchy filter G0 coareser than G. Let U ∈ U? and B ∈ B. Then for
some I ∈ η , I?L ⊆ U . So I?L(B) ⊆ U(B). Now it is easy to prove that the set
{I?L(B) : I ∈ η , B ∈ B} is a base for G0. �

Lemma 4.7. η is a base for a minimal U?-Cauchy filter I on quasi-uniform BCC-
algebra (X,U).

Proof. Let C = {S ⊆ X : ∃I ∈ η s.t I ⊆ S}. It is easy to prove that C is a filter
with base η. To prove that C is a U∗-Cauchy filter , let U ∈ U . There is a I ∈ η such
that IL ⊆ U . If x, y ∈ I?L(0), then x ≡I y and so (x, y) ∈ I?L ⊆ IL ⊆ U . This proves
that I?L(0)× I?L(0) ⊆ U . By Proposition 4.1(vi), I × I ⊆ U. Hence C is a U?-Cauchy
filter. By Lemma 2.2, the set {I?L(I?L(0)) : I ∈ η} is a base for the uniqe minimal U?-
Cauchy filter I coareser than C. But by Proposition 4.1 (vii), I?L(I?L(0)) = I?L(0) = I.
Therefore, η is a base for I = C. �

Lemma 4.8. Let G and H be U?-Cauchy filters on X. Then G ∗ H = {G ∗H : G ∈
G, H ∈ H} is a U?-Cauchy filter base on X.
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Proof. Let I ∈ η. Since G and H are U?-Cauchy filters, there are G ∈ G and H ∈ H
such that G × G ⊆ IL and H × H ⊆ IL. We show that G ∗ H × G ∗ H ⊆ IL.
Let g1, g2 ∈ G and h1, h2 ∈ H. Then, (g1, g2), (g2, g1), (h1, h2), (h2, h1) are in IL. So
g1 ≡I g2 and h1 ≡I h2. Since ≡I is congruence, g1 ∗ h1 ≡I g2 ∗ h2, which implies that
(g1 ∗ h1, g2 ∗ h2) ∈ I?L. �

Theorem 4.9. There is a quasi-uniform space (X̃, Ũ) of minimal U?-Cauchy filers
of quasi-uniform BCC-algebra (X,U) that admits a BCC-algebra structure.

Proof. Let X̃ be the family of all minimal U?-Cauchy filters of quasi-uniform BCC-
algebra (X,U). Let for each U ∈ U ,

Ũ = {(G,H) ∈ X̃ × X̃ : ∃G ∈ G , H ∈ H s.t G×H ⊆ U}.

If Ũ = fil{Ũ : U ∈ U}, then (X̃, Ũ) is a quasi-uniform space of minimal U?-Cauchy

filters of (X,U). Let G,H ∈ X̃. Since G,H are minimal U?-Cauchy filters on X, then
by Lemma 4.8, G ∗ H is U?-Cauchy filter base on X. We define G∗̃H as the minimal
U?-Cauchy filter contained G ∗ H. By Lemma 2.2, the set {I∗L(G ∗H) : G ∈ G, H ∈
H, I ∈ η} is a base of G∗̃H. But by Proposition 4.1 (viii), I∗L(G∗H) = I∗L(G)∗I∗L(H),
so the set {I∗L(G) ∗ I∗L(H) : G ∈ G, H ∈ H, I ∈ η} is a base of it. Now we will prove

that (X̃, ∗̃) is a BCC-algebra. For this, we have to prove that:
(i) ((G∗̃H)∗̃(K∗̃H))∗̃(G∗̃K) = I
(ii) I ∗̃G = I
(iii) G∗̃I = G
(iv) G∗̃H = H∗̃G = I ⇒ G = H
where G,H,K ∈ X̃, and I is minimal U?-Cauchy filter in Lemma 4.7.

(i) Let G,H,K ∈ X̃. By Lemma 4.6, the set S1 defined by

{I?1L(I?2L(I?3L(G1∗H1)∗I?4L(K1∗H2))∗I?5L(G2∗K2)) : Ii ∈ η, Gi ∈ G, Hi ∈ H, Ki ∈ K}

is the base of minimal U?-Cauchy filter ((G∗̃H)∗̃(K∗̃H))∗̃(G∗̃K) and by Lemma 4.7, η
is the base of minimal U?-Cauchy filter I. Let I?1L(I?2L(I?3L(G1 ∗H1) ∗ I?4L(K1 ∗H2)) ∗
I?5L(G2 ∗K2)) ∈ S1. Put I =

⋂4
j=1 IjL, G = G1∩G2, H = H1∩H2 and K = K1∩K2.

Then

I?L(I?L(I?L(G ∗H) ∗ I?L(K ∗H)) ∗ I?L(G∗K))

is a subset of

I?1L(I?2L(I?3L(G1 ∗H1) ∗ I?4L(K1 ∗H2)) ∗ I?5L(G2 ∗K2)) ∈ S1.

Now since ((g ∗ h) ∗ (k ∗ h)) ∗ (g ∗ k) = 0, for each g ∈ G, h ∈ H and k ∈ K, it is easy
to prove that

I?L(0) ⊆ I?L(I?L(I?L(G ∗H) ∗ I?L(K ∗H)) ∗ I?L(G∗K)).

Hence I ⊆ ((G∗̃H)∗̃(K∗̃H))∗̃(G∗̃K). Minimality ((G∗̃H)∗̃(K∗̃H))∗̃(G∗̃K) implies that

I = ((G∗̃H)∗̃(K∗̃H))∗̃(G∗̃K).

(ii) The sets S1 = {I?L(I?L(0) ∗G) : I ∈ η ,G ∈ G} and η = {I?L(0) : I ∈ η} are bases
of minimal U?-Cauchy filters I∗̃G and I, respectively. But for each I ∈ η and G ∈ G,
by Proposition 4.1 (viii),

I?L(I?L(0) ∗G) = I?L(I?L(0)) ∗ I?L(G) = I?L(0) ∗ I?L(G) = I?L(0 ∗G) = I?L(0).
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So S1 = η and I = I∗̃G.
(iii) The sets {I?L(G ∗ I?L(0)) : G ∈ G, I ∈ η} and {I?L(G) : G ∈ G} are the bases of
G∗̃I and G. For each I ∈ η and G ∈ G, by Proposition 4.1 (viii),

I?L(G ∗ I?L(0)) = I?L(G) ∗ I?L(I?L(0)) = I?L(G) ∗ I?L(0) = I?L(G ∗ 0) = I?L(G).

So S1 = S2 and hence G = G∗̃I.
(iv) The sets S1 = {I?L(G) : I ∈ η , G ∈ G} , S2 = {I?L(H) : I ∈ η , H ∈ H} ,
S3 = {I?L(G∗H) : I ∈ η , G ∈ G, H ∈ H}, S4 = {I?L(H ∗G) : I ∈ η , G ∈ G, H ∈ H}
and η = {I?L(0) : I ∈ η} are the bases of G , H , G∗̃H , H∗̃G and I respectively. Let
I?L(G′) ∈ S1. Since G∗̃H = H∗̃G = I, J?L(G0 ∗H0) = K?

L(H1 ∗ G1) = I?L(0) = I for
some J,K ∈ η. Let G = G′ ∩ G0 ∩ G1 and H = H0 ∩H1. Now for each g ∈ G and
h ∈ H,

g ∗ h ∈ J?L(g) ∗ J?L(h) = J?L(g ∗ h) ⊆ J?L(G ∗H) ⊆ J?L(G0 ∗H0) = I.

Hence g ∗ h ∈ I. With the similar argument we have h ∗ g ∈ I. So I?L(g) = I?L(h).
Therefore, I?L(H) = I?L(G) ⊆ I?L(G′). Hence I?L(G′) ∈ H. So G ⊆ H. By minimality,
H = G. �

Theorem 4.10. If quasi-uniform BCC-algebra (X,U) is a T0,Then

(i) (X̃, Ũ) is the bicompletion of (X,U).

(ii) X is a sub BCC-algebra of X̃.

(iii) (X̃, T (Ũ?)) is a topological BCC-algebra.

Proof. (i) By Lemma 2.2 and Lemma 2.3 , (X̃, Ũ) is the unique T0 bicompletion

quasi-uniform of (X,U) and the mapping i : X → X̃ defined by

i(x) = {W ⊆ X : W is a T (Ũ?)− neighborhood of x}

is a quasi-uniform embedded and cl
T (Ũ?)

i(X) = X̃.

(ii) Let x, y ∈ X. We shall prove that i(x)∗̃i(y) = i(x ∗ y). By Lemma 2.3, the set

S = {I?L(Wx ∗Wy) : I ∈ η , Wx Wy are T (Ũ?)− neighborhoods x, y}

is base for i(x)∗̃i(y). Since I?L(x ∗ y) ⊆ I?L(Wx∗̃Wy) and I?L(x ∗ y) ∈ i(x ∗ y), we
deduced that filter i(x)∗̃i(y) is contained in the filter i(x ∗ y). Since they are minimal

U?-Cauchy filters, i(x)∗̃i(y) = i(x ∗ y). Hence X is a sub-BCC-algebra of X̃.

(iii) By Lemma 2.3, (Ũ)? = Ũ?. Hence

T (Ũ?) = {S ⊆ X̃ : ∀G ∈ S ∃I ∈ η s.t Ĩ?L(G) ⊆ S}.

We prove that (X̃, T (Ũ?)) is a topological BCC-algebra. Let G∗̃H ∈ Ĩ?L(G∗̃H). We

show that Ĩ?L(G)∗̃Ĩ?L(H) ⊆ Ĩ?L(G∗̃H). Let G1 ∈ Ĩ?L(G) and H1 ∈ Ĩ?L(H). Then, there
are G ∈ G, G1 ∈ G1, H ∈ H and H1 ∈ H1 such that G×G1 ⊆ I?L and H ×H1 ⊆ I?L.
By Lemma 2.3, I?L(G ∗H) ∈ G∗̃H and I?L(G1 ∗H1) ∈ G1∗̃H1. We have to prove that

G1∗̃H1 ∈ Ĩ?L(G∗̃H). For this, it is enough to show that I?L(G ∗H)× I?L(G1 ∗H1) ⊆ I?L.
Let y ∈ I?L(G ∗H) and y1 ∈ I?L(G1 ∗H1). Then, y ≡I g ∗h and y1 ≡I g1 ∗h1 for some
g ∈ G, g1 ∈ G1, h ∈ H,h1 ∈ H1. Since (g, g1), (h, h1) are in I?L, we get g ∗h ≡I g1 ∗h1.
Hence (y, y1) ∈ I?L. �
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5. Conclusion

In this paper on a BCC-algebra of X we introduced the quasi-uniformity U induced
by a family η of BCC-ideals of X. We studied some properties of topological space
(X,T (U)). Next researches can study the following assertions:
(1) separation axioms on (X,T (U)) and (X,T (U∗)),
(2) quasi-uniform continuouty of the operation of X in quasi-uniform space (X,U),
(3) quasi-uniform continuous homomorphisms on (X,U),
(4) quasi-uniform quotient BCC-algebras.
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Abstract. In the present work, using a new approach, we will calculate the fractal dimension

of the lungs, through a precise technique of mathematical simulation. Note that the main
objective of this study is to contribute to further confirm the idea of the fractal structure of

the lungs; structure permitted by the phenomenon of self-similarity.
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1. Introduction

The lungs are essential organs of respiration. Located in the rib cage, they provide
the necessary gas exchange between air and blood. Man has two lungs, a right lung
comprises three lobes and the left lung has two lobes and a location on its inner
face which corresponds to the place of the heart. The lungs are enveloped by the
pleura, thin membrane which prevents the friction against the chest wall. The pleura
is constituted by two sheets separated from one another by a small amount of serous
fluid that allows the lungs to move during breathing. Below the lungs, there is the
diaphragm, which separates the rib cage and the abdomen which is a very important
muscle in breathing.

The air that reaches the lungs passes through the pharynx, larynx and trachea
extending into the lungs by two bronchi, one right and one left, which in turn are
divided into bronchi increasingly small, like branches of a tree.

The smallest bronchi, namely the bronchioles lead to tiny bags that are filled with
air, the pulmonary alveoli. The lungs of an adult are provided with an average of 600
millions alveoli, which represent a gas exchange surface of about 140 m2 [12].

Breathing helps both to bring the blood oxygen which live cells and ridding the
blood of carbon dioxide contained therein.

On the inspiration (see Figure 1), the diaphragm contracts and descends, the chest
expands, the outside air, full of oxygen enters the lungs and fills the cells (flow). It is
through tiny vessels that form the capillary network that will make exchanges between
alveoli and blood: the oxygen of the air contained in the alveoli passes into the blood
to reach the red blood cells and heart which sends it throughout the body.

Upon expiration, the diaphragm rises, thorax decreases in volume and air, charged
with carbon dioxide is expelled to the trachea (ebb). In fact, the carbon dioxide of

Received November 11, 2015.
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Figure 1. Variations in lung volume during inspiration-expiration.

blood takes the opposite route passing from the blood to the alveoli and thence to
the outside air.

A particularity in the lungs; the oxygen-rich blood sent from the heart to all
the tissues of the body passes through the arteries (the red blood ), and the blood
responsible for carbon dioxide returns to the heart through the veins (the blue blood).
In the lungs it is the opposite: the carbon dioxide-rich blood goes from the heart to
the lungs through the pulmonary artery, the oxygen-rich blood from the lungs goes
to the heart through the pulmonary vein.

Lung actually allows gas exchange by the combination of several factors such as
tissue elasticity, fluid mechanics, the diffusion through the membranes, etc. The
complexity of these phenomena entails the coordination of sometimes contradictory
effects in appearance [14]. We don’t necessarily know all the experimentally measured
quantities desired, and we cannot repeat the experiments to infinity to refute or
confirm certain assumptions. Hence it would be very wise to model [5]. It is therefore
obvious that mathematical modeling of these phenomena would be very useful for an
accurate approach. This is exactly the great interest of fractal geometry. Indeed, the
Euclidean geometry is powerless in solving such problems; it is applicable only in the
case of smooth and regular shapes. Thus, a point has a dimension equal to zero, a line
has a dimension one, a plane has a dimension two and a volume has a dimension equal
to three. In contrast, fractal geometry, meanwhile, deals with non-integer dimensions
[1], [19], for example ranging between one and two and between two and three, etc.
The fractal dimension is actually the size of irregular curves [7], [8]. And it is this
specificity that opens huge horizons in vast areas and in the medical field in particular.

What means the word ”fractal”? The fractals are mathematical objects sufficiently
broken and irregular. Another property of the term ”fractal” is self-similarity: the
fractal objects have the same information at different scales, i.e. similar and identical
reproductions at scales smaller and smaller.

The main tool in the study of fractals is the notion of fractal dimension, in its
many forms. Given the diversity and complexity of these fractals, there are several
definitions of fractal dimensions and which do not always coincide. Among others, the
Hausdorff dimension, the box dimension and the dimension of self-similar sets. They
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are used mainly to measure ”the degree of irregularity” or ”filling rate” for example,
in the plane of a fractal curve. It will stick in the present paper to the self-similarity
dimension.

The pulmonary anatomy has a branching tree structure. This tree, shown in Figure
2, has a self-similar phenomenon in large structures like small. The small sizes of trees
are similar to those of the larger size. Therefore, the lung has a fractal structure,
allowing optimization (compromise) and thus a mathematical modeling of the lungs
and the respiratory function [15], through fractal analysis [11].

Figure 2. The fractal appearance of the bronchial ramifications.

The objective of this work is to determine a modeling technique in order to estimate
the fractal dimension of the human lungs. So, after a brief overview on the pulmonary
anatomy and respiratory physiology in the first section, we will attempt in Section 2
to show and highlight the fractal structure of the lungs. Thereafter and in Section
3 we will, by a new approach, calculate the fractal dimension of the lungs using a
modeling technique based on one of the variants of the Von Koch curve. We will close
this paper with the conclusions and discussions.

2. Fractal dimension and fractal structure of lungs

2.1. Fractal dimension. To evaluate the fractal dimension, several methods are
proposed in the literature. We will use in this work the self-similarity dimension.
This method applies to fractal curves and figures with the property of self-similarity,
such that the various component parts are constructed by successive iterations with
a same reduction factor q. According to Sapoval [18], the self-similarity dimension
corresponds to the logarithm of the number of pieces needed to cover the object,
relative to the logarithm of the report of enlargement by aligning the pieces with the
initial object.
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More generally, according to Gouyet [4] and Falconer [2], this fractal dimension
DF is given by the following relation:

DF = − logN

log q
, (1)

where N is the decomposition factor and q is the single reduction factor from one
stage to another (which can be also written as DA = logN

log 1
q

, where 1/q is the report

of enlargement).
Note that the position of the elements in the set is not involved. Only count their

numbers and their relative sizes. Different shapes may have the same dimension.

2.2. Fractal structure of lungs. The role of the bronchial tree is driving the am-
bient air, rich in oxygen and low in carbon dioxide, to the exchange surface with
the blood within the acini. Figure 3 shows the molding of a human lung (according
to Weibel [22]). In yellow, there are the airways, in red, the pulmonary veins and
in blue, pulmonary arteries. The complexity of the structure is striking. One can
observe the tree geometry of the lung, and specifically, that this tree is almost di-
chotomous. This observation allows us to consider it as a succession of generations,
see Figure 4 (according to Weibel [22]). The first generation is the largest branch,
the trachea. It has a diameter of about two centimeters. The latter is located at
the bottom of the acinus, at the twenty-third generation; it has a diameter on the
order of half a millimeter. The number of branches of this tree is roughly 224, i.e.
more than sixteen millions. The bronchi and bronchioles, until the 17th generation

Figure 3. Molding of human lung.

of the tree, are structures whose the only role is to ensure the air conduction to the
latest generations. Rather asymmetrical at first, especially because of the presence of
the heart on the left, dichotomous bifurcations become quickly practically homothetic
from one generation to the next [21].

The lower ducts, from the seventeenth generation, correspond to the breathing zone
of lung, where gas exchange with blood held. Over there, we find neither cartilage
nor smooth muscle. They are grouped into acini in number approximately 30000 by
lung, dichotomous sub-trees, to six generations which the alveolar bags cling. These
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Figure 4. The different functional zones of lung airways.

bags are like clusters of alveoli and form the last generation of the lung. In fact, the
channel diameter is constant in this region [21].

In the human adult, the gas exchange surface is of 140 square meters, which is the
equivalent of half a tennis court. The area occupied by the lungs is small compared to
the surface which allows gas exchange. The bronchial tree; which is a fractal structure,
allows to increase the gas exchange area in a very significant way. Although the surface
of the lungs involved in gas exchange is not infinite, it is considered the lungs and
their self-similarity as a natural example of fractal. It enables major gas exchange on
a yet reduced lung volume. This impressive gain of surface and space is proof of the
interest of a fractal organization adopted by nature. The major advantage of these
mathematical structures is that they allow a computer modeling of the lungs, and
therefore a real quantification of the exchange zone [14].

3. Numerical simulation and results

3.1. Modeling technique. Lung bronchi are hollow tubes that branch like the
branches of a tree, to distribute air evenly to both lungs. The trachea which leads
air to the lungs falls within the thorax to be divided into two main bronchi, one
for each lung. By phenomenon of self-similarity, bronchi then divide about 23 times
(see Figure 4) to get the air to the alveoli [13]. The lung is a real fractal structure.
We can mathematically model this fractal structure of the lung, using one of the
variants of the Von Koch curve [2], [10]. The construction of this curve is based on
the basic principle illustrated in Figure 5. Let [AB] be a line segment of unit length.
The transformation consists in removing the segment [CD] and replacing it by the
other tow sides of the isosceles triangle based on the removed segment (see Figure
5). Obtaining the points C, E, D from the points A and B is based on the following



NEW APPROACH TO THE CALCULATION OF FRACTAL DIMENSION OF THE LUNGS 83

Figure 5. Principal and technique of modeling.

formulas:

AC =
5

11
AB and AD =

6

5
AC, (2)

such that AC = CE = ED = DB and that (CD,CE) = α.
Express the two equalities of equation (2) in cartesian coordinates :

xC =
5

11
(xB − xA) + xA and yC =

5

11
(yB − yA) + yA,

xD =
6

5
(xC − xA) + xA and yD =

6

5
(yC − yA) + yA.

Now, to be able to trace this fractal curve, we need to determine the coordinates of
the point E. For this, we express CE in terms of CD. In fact, we have

CD = AD −AC =
1

5
AC.

However, in length AC = CE, which allows to assert that CE = 5CD. It follows that
CE is the image of 5CD by rotation <(C,α). Therefore, the coordinates of point E
are:

xE = 5 [(xD − xC) cos(α)− (yD − yC) sin(α)] + xC

yE = 5 [(xD − xC) sin(α) + (yD − yC) cos(α)] + yC .

In the other hand, it is possible to give an approximate value of α.
Indeed CD = 1

11 then 1
2CD = 1

22 . So, we can apply trigonometric formula to get:

cos(α) =
1

2

CD

CE
=

1

10
.

Then, an approximate value in radians of α is α ≈ 1, 47rad.
Thus, it is possible to carry out the iterations of this fractal representing the structure
of the lung (see Figure 6).

Figure 6. Modeling curve: construction steps.

The fourth iteration corresponds to the function of the air sacs composed of lung
alveoli for gas exchange.
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3.2. Results. The main artery divides into two and then the following arteries di-
vide into two as well. This process is repeated 23 times. In the end, we get about
223 separations of arteries, i.e. 8388608 arterioles, namely the equivalent of sixteen
millions of branches.

Alveoli have a diameter Lal = 0.2 mm. For the calculations, we use a cube of side
I = Lal to represent alveoli. On this cube, five faces will be allocated to the exchange
surface while the last face cannot be used because it is necessary that the air enters
the alveoli. Thus, we can estimate an exchange surface Sal by alveoli as

Sal = 5× (0.2)2 = 2× 10−3 cm2. (3)

From an anatomical point of view, there are 216 acini in lungs, i.e. 65536 acini.
Knowing too that the total exchange surface of the lungs is about 140m2 [12]. Then,
the exchange surface Sac for each acini can be calculated as

Sac =
140× 104

65536
= 21, 36 cm2. (4)

On the other hand, the pulmonary volume of a man is about 5 liters. It follows that
the volume of each acini is

Vac =
5× 103

65536
= 0, 076 cm3. (5)

Hence, from equation (5), the size Lac of each acini is approximately equal to:

Lac = 3
√

0, 076 = 4, 23 mm. (6)

To calculate the fractal dimension DF of the lungs, we proceed as follows:
For each acini, stacking the alveoli on a fractal of dimension DF , to get a total
exchange surface Sac. So, the number N of small cubes stacked on each acini is given
by the relation

N =
Sac

Sal
. (7)

Replacing the values obtained from equations (3) and (4) in equation (7), we deduce
that

N = 10680. (8)

On the other side, from equation (6), the reduction factor q is expressed as

q =
Lal

Lac
=

0, 2

4, 23
. (9)

Then, the factor q is approximately equal to 0, 04. The fractal dimension DF is
expressed as

DF = − logN

log q
.

Consequently, the value of DF can be calculated as follows:

DF = − log(10680)

log(0, 04)
. (10)

The fractal dimension of the lungs is therefore

DF = 2, 88. (11)
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4. Conclusions and discussions

According to the calculations and mathematical simulation used in this work, we
arrive at a value of the fractal dimension of lungs of 2.88. This value is indeed a
non-integer dimension (non-Euclidean) and therefore confirms the fractal structure of
the lungs. The literature cited others values of fractal dimension of lungs, different
from ours, but always non-integer.

In [16], Nelson and Manchester found that the fractal dimension DF of the lungs
varies between 2.64 and 2.76, this using the airway lengths as the measuring stick.
As for Nelson, West and Goldenberg [17], from experimental data, leaded to values
slightly lower. Indeed, they found DF = 2.4, based on power scaling of the airways’
length and DF = 2.26 when the basis was the airways’diameter. Afterwards, Weibel
[20] achieved a value DF = 2.35, based on scaling of the average airways’diameter.

This heterogeneity of the results is directly related to the different experimental
methods used and the choice of mathematical modeling type. But nevertheless, all
these values share non-Euclidean property and confirm all ”fractality” of the pul-
monary system. Note that this fractal property of the lungs occurs very early, even
when the formation of the lungs during the fetal stage. This fractal structure gives
the lungs very advantageous properties, all working for a fundamental objective: an
area of maximum gas exchange in a very small volume.

If have used the geometry of a sphere (Euclidean geometry), for example, to in-
crease the surface, it would increase the radius. However, the lungs are in a closed
and limited environment (rib cage). Counting the gas exchange surface of a human,
there are approximately 140 square meters. Note that for the case of a sphere, the
radius of the lung should measure a gigantic value of 3.3 meters !
The surface of lungs is tiny relative to the gas exchange surface as possible. Conse-
quently, fractals allow living beings and for man in particular to have a very efficient
respiratory system, while having a realistic volume.
It would be ideal and very wise to find a unified value of fractal dimension of lungs,
which would do a ”biological constant.” Such an outcome would be very useful in the
medical field and especially in the pulmonary diseases include among others asthma,
emphysema, respiratory failure, amputation of lung lobes (case of cancers), ... More-
over, such a value would have a major impact in the sporting field, including moni-
toring and evaluation of performance of athletes high levels.
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1. Introduction

In recent years, various mathematical problems with variable exponent growth
condition have been received considerable attention (see [5, 10, 16]). The interest in
studying such problems arise from nonlinear elasticity theory, electrorheological fluids
(cf. [19, 22]) and image processing (cf. [4]). We point out that, this kind of problems
have been the subject of a large literature and many results have been obtained. We
can cite, among others, the articles [1, 2, 3, 9, 13, 17, 21] and references therein for
details.

Here, we are concerned with the following fourth-order quasilinear elliptic equation
with Robin boundary conditions

∆2
p(x)u = λf(x, u) + µg(x, u), in Ω,

|∆u|p(x)−2 ∂u

∂ν
+m(x)|u|p(x)−2u = 0, on ∂Ω,

(1)

where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω, ∂u
∂ν is the outer

unit normal derivative on ∂Ω, p ∈ C(Ω) with p(x) > 1 for all x ∈ Ω, ∆2
p(x)u =

∆(|∆u|p(x)−2∆u) is the p(x)-biharmonic operator of fourth order, f , g : Ω × R →
R are Carathéodory functions, λ, µ > 0 are real numbers and m ∈ L∞(Ω) with
ess infx∈Ωm(x) = m0 > 0.

Precise that elliptic equations involving the p(x)-biharmonic equations are not
trivial generalizations of similar problems studied in the constant case since the p(x)-
biharmonic operator is not homogeneous and, thus, some techniques which can be
applied in the case of the p-biharmonic operators will fail in that new situation, such
as the Lagrange Multiplier Theorem.

Received January 14, 2016.
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To our best of knowledge, there seems few results about multiple solutions to p(x)-
biharmonic equation. Although a natural extension of the theory, the problem ad-
dressed here is a natural continuation of recent papers. In [15], for the p(x)-laplacian
Neumann problem, authors have obtained at least three weak solutions, which gen-
eralizes the corresponding result of [12]. In [6], the authors show the existence of
at least three solutions to a Navier boundary problem involving the p(x)-biharmonic
operator.

Motivated by the above papers and the ideas introduced in [15], the purpose of this
work is to extend the results of [15] to the case of p(x)-biharmonic equation with Robin
boundary condition. Our technical approach is an adaptation of variational method.
More precisely, we assume f(x, u) and g(x, u) satisfies the following conditions:
(f1)

|f(x, s)| ≤ a1 + a2|s|α(x)−1, ∀(x, s) ∈ Ω× R,
(g1)

|g(x, s)| ≤ b1 + b2|s|β(x)−1, ∀(x, s) ∈ Ω× R,

for some α, β ∈ C+(Ω) with α+ < p− and ai, bi (i = 1, 2) are positive constants,
where

C+(Ω) :=
{
p ∈ C(Ω) : p(x) > 1,∀x ∈ Ω

}
,

and

h− = min
x∈Ω

h(x), h+ = max
x∈Ω

p(x) for any ∈ C+(Ω).

(f2)

|f(x, s)| < 0, for s ∈ (0, s0),

|f(x, s)| > M > 0, for s ∈ (s0,+∞),

where M and s0 are positive constants.
Using the three critical points theorem of Ricceri [18] which is a powerful tool to
study boundary problem of differential equation (see, for example, [3, 14]), we prove
that problem 1 has at least three weak solutions for λ sufficiently large and requiring
µ small enough.

The paper consists of three sections. In the the second section, we list some well
known definitions, basic properties, recall some background facts concerning gener-
alized Lebesgue-Sobolev spaces and introduce some notations used below. In third
section, we recall Ricceri’s three critical points theorem at first, then prove our main
result.

2. Preliminaries and main result

For completeness, we introduce some theories of Lebesgue-Sobolev space with vari-
able exponent. The detailed description can be found in, for example, [7, 8, 11, 20, 21].

For any p ∈ C+(Ω), as in the constant exponent case, define the generalized
Lebesgue space by

Lp(x)(Ω) :=
{
u : Ω→ R measurable and

∫
Ω

|u(x)|p(x)dx <∞
}
.
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Equipped with the so called Luxemburg norm

|u|p(x) = inf
{
ν > 0 :

∫
Ω

|u(x)

ν
|p(x)dx ≤ 1

}
the space (Lp(x)(Ω), | · |p(x)) becomes a separable and reflexive Banach space.

For any positive integer k, the generalized Sobolev space W k,p(x)(Ω) is defined as

W k,p(x)(Ω) =
{
u ∈ Lp(x)(Ω) : Dαu ∈ Lp(x)(Ω), |α| ≤ k

}
.

Endowed with the norm

‖u‖k,p(x) =
∑
|α|≤k

|Dαu|p(x),

W k,p(x)(Ω) is also a separable and reflexive Banach space.
For any x ∈ Ω and k ≥ 1,

p∗k(x) =

{
Np(x)

N−kp(x) if kp(x) < N,

∞ if kp(x) ≥ N,

denote the critical exponent. Obviously, p(x) < p∗k(x) for all x ∈ Ω

Proposition 2.1. [7] For p, r ∈ C+(Ω) such that r(x) ≤ p∗k(x) for all x ∈ Ω), there

is a continuous and compact embedding W k,p(x)(Ω)) into Lr(x)(Ω)).

Define

‖u‖m = inf
{
ν > 0 : ρ

(u
ν

)
≤ 1
}

for u ∈ X,

with

ρm(u) =

∫
Ω

|∆u|p(x)dx+

∫
∂Ω

m(x)|u|p(x)dσ, for u ∈ X,

where dσ is the measure on the boundary ∂Ω. In view of m0 > 0, it is easy to see
that ‖.‖m which will be used, is a norm equivalent to the norm ‖.‖2,p(x). Moreover,
similar to [7, Theorem 3.1], we have

Proposition 2.2. The following statements hold true:

(1) ρm

(
u
/
|u|p(x)

)
= 1.

(2) ‖u‖m < 1(= 1, > 1) ⇐⇒ ρm(u) < 1(= 1 > 1).

(3) ‖u‖m < 1 =⇒ ‖u‖p+m ≤ ρm(u) ≤ ‖u‖p−m .

(4) ‖u‖m > 1 =⇒ ‖u‖p−m ≤ ρm(u) ≤ ‖u‖p+m .

Here, problem (1) is stated in the framework of the generalized Sobolev space
X := W 2,p(x)(Ω). A function u ∈ X is said to be a weak solution of problem (1) if∫

Ω

|∆u|p(x)−2∆u∆vdx+

∫
∂Ω

m(x)|u|p(x)−2uvdσ = λ

∫
Ω

f(x, u)vdx+ µ

∫
Ω

g(x, u)vdx,

for all v ∈ X.
Now, we can state our main result as follows.

Theorem 2.3. If (f1), (f2) hold and N
2 < p−. Then, there exist an open interval

Λ ⊆ (0,+∞) and a positive real number ρ > 0 such that each λ ∈ Λ and every function
g : Ω × R → R which satisfying (g1), there exists δ > 0 such that for each µ ∈ [0, δ]
problem (1) has at least three solutions whose norms are less than ρ.
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3. Proof of main result

Throughout the sequel, the letters ai, i = 1, 2, ..., denote positive constants which
may vary from line to line but are independent of the terms which will take part in
any limit process.

To prove the existence of at least three weak solutions for each of the given problem
(1), we will use the revised form of Ricceri’s three critical points theorem stated as
follows.

Theorem 3.1. [18] Let X be a reflexive real Banach space. Φ: X → R is a continu-
ously Gâteaux differentiable and sequentially weakly lower semicontinuous functional
whose Gâteaux derivative admits a continuous inverse on X ′ and Φ is bounded on each
bounded subset of X; Ψ: X → R is a continuously Gâteaux differentiable functional
whose Gâteaux derivative is compact; I ⊆ R an interval. Assume that

(i) lim‖x‖→+∞(Φ(x) + λΨ(x)) = +∞, for all λ > 0,
(ii) there exist r ∈ R and u0, u1 ∈ X such that Φ(u0) < r < Φ(u1),

(iii) inf
u∈Φ−1((−∞,r])

Ψ(u) >

(
Φ(u1)− r)

)
Ψ(u0) +

(
r − Φ(u0))

)
Ψ(u1)

Φ(u1)− Φ(u0)
.

Then, there exists an open interval Λ ⊆ (0,∞) and a positive real number ρ with the
following property: for every λ ∈ Λ and every C1 functional J : X 7→ R with compact
derivative, there exists δ > 0 such that, for each µ ∈ [0, δ] the equation

Φ′(x) + λΨ′(x) + µJ ′(x) = 0

has at least three solutions in X whose norms are less than ρ.

Let H : X → R be the energy functional corresponding to problem (1) defined by

H(u) = Φ(u) + λΨ(u) + µJ(u), (2)

where

Φ(u) =

∫
Ω

1

p(x)
|∆u|p(x)dx+

∫
∂Ω

m(x)

p(x)
|u|p(x)dσ, (3)

Ψ(u) = −
∫

Ω

F (x, u)dx, (4)

J(u) = −
∫

Ω

G(x, u)dx, (5)

where F (x, u) =
∫ u

0
f(x, s)ds and G(x, u) =

∫ u
0
g(x, s)ds.

It is well known that Φ,Ψ, J ∈ C1(X,R) with the derivatives given by

〈Φ
′
(u), v〉 =

∫
Ω

|∆u|p(x)−2∆u∆vdx+

∫
∂Ω

m(x)|u|p(x)−2uvdx,

〈Ψ
′
(u), v〉 = −

∫
Ω

f(x, u)vdx,

〈J
′
(u), v〉 = −

∫
Ω

g(x, u)vdx,

for any u, v ∈ X.
Arguments similar to those used in the proof of [1, Proposition 4.2], we have the

following
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Proposition 3.2. Φ
′
: X → X

′
is a

1. continuous, bounded, of type (S)+ and strictly monotone operator,
2. homeomorphism.

Now, it is enough to verify that Φ,Ψ and J satisfy the hypotheses of Theorem 3.1.
Obviously, by proposition 3.2, (Φ

′
)−1 : X

′ → X exists and continuous. Moreover, in

view of (f1) and [11], Ψ
′
, J
′
: X → X

′
are completely continuous, which imply Ψ

′

and J
′

are compact. Thus, the precondition of Theorem 3.1 is satisfied. It remains
to verify that the conditions (i), (ii) and (iii) are fulfilled.

First, we claim that condition (i) is satisfied. In fact, by Proposition 2.2, we have

Φ(u) =

∫
Ω

1

p(x)
|∆u|p(x)dx+

∫
∂Ω

m(x)

p(x)
|u|p(x)dσ ≥ 1

p+
‖u‖p

−

m , (6)

for every u ∈ X with ‖u‖m > 1.
On the other hand, due to the assumption (f1), we have

|F (x, s)| ≤ a1|s|+
a2

α(x)
|s|α(x), a.e.x ∈ Ω,∀s ∈ R.

Therefore

Ψ(u) = −
∫

Ω

F (x, u)dx ≥ −a1

∫
Ω

|u|dx− a2

∫
Ω

1

α(x)
|u|dxα(x)

≥ −a3‖u‖m −
a2

α+

∫
Ω

(
|u|α

+

+ |u|α
−)
dx = −a3‖u‖m − a4

(
|u|α

+

α+ + |u|α
−

α−

)
.

Since X is continuously embedded in Lα
+

(Ω) and Lα
−

(Ω), it follows

Φ(u) ≥ −a3‖u‖m − a5

(
‖u‖α

+

m + ‖u‖α
−

m

)
. (7)

So, combining the two inequalities (6) and (7), for any λ > 0 we obtain

Φ(u) + λΨ(u) ≥ 1

p+
‖u‖p

−

m − λa3
1

p+
‖u‖m − λa5

(
‖u‖α

+

m + ‖u‖α
−

m

)
,

for u ∈ X with ‖u‖m > 1. As 1 < α+ < p−, one has lim
‖u‖m→∞

Φ(u) + λΨ(u) =∞ and

the condition (i) is verified.
Secondly, we will verify the conditions (ii). Precise that, from assumption (f2),

F (x, t) is increasing for t ∈ (s0, 1) and decreasing for t ∈ (0, s0), uniformly with
respect to x. Moreover, F (x, t)→∞ as t→∞, so, there exists a real number δ > s0

such that

F (u, t) ≥ 0 = F (u, 0) ≥ F (u, s), ∀u ∈ X, t > δ, s ∈ (0, s0).

Furthermore, since N
2 < p−, there is a continuous embedding of X into W 2,p−(Ω)

which is continuously embedded in C(Ω). Then, there exists a constant k > 0 such
that

‖u‖∞ := sup
x∈Ω

|u(x)| ≤ k‖u‖m, ∀u ∈ X. (8)

Let choose A and B two real numbers such that 0 < A < min{t0, k} and B > δ
satisfying

Bp
±
‖m‖L1(∂Ω) > 1, where p∓ =

{
p−, if B > 1,
p+, if B < 1.
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Thus, for t ∈ [0, A], we have F (x, t) ≤ F (x, 0) which implies∫
Ω

sup
t∈[0,A]

F (x, t)dx ≤
∫

Ω

F (x, 0)dx = 0. (9)

Since B > δ, we can get
∫

Ω
F (x,B)dx > 0 and so,

Ap
+

kp+Bp∓

∫
Ω

F (x,B)dx > 0. (10)

Next, consider u0, u1 ∈ X with u0(x) = 0 and u1(x) = B for any x ∈ Ω. Obviously,
Φ(u0) = Ψ(u0) = 0 and

Φ(u1) =

∫
∂Ω

1

p(x)
m(x)Bp(x)dx ≥ Bp

∓

p+
‖m‖L1(∂Ω) >

1

p+
>

1

p+

(A
k

)p+
Consequently, if we put r = 1

p+

(
A
k

)p+
, it follows

Φ(u0) < r < Φ(u1),

which ensures the condition (ii).
Finally, we will show the condition (iii). A simple calculation yields

−
(
Φ(u1)− r)

)
Ψ(u0) +

(
r − Φ(u0))

)
Ψ(u1)

Φ(u1)− Φ(u0)
=− rΨ(u1)

Φ(u1)

=r

∫
Ω
F (x,B)dx∫

∂Ω
1

p(x)m(x)Bp(x)dx
> 0 (11)

Now, let u ∈ Φ−1((−∞, r]). Then, Im(u) ≤ rp+ =
(
A
k

)p+
< 1 which, by Proposition

3.2, implies ‖u‖m < 1. Consequently,

1

p+
‖u‖p

+

m ≤ Φ(u) < r.

Therefore, by 8, we infer that

|u(x)| ≤ ‖u‖∞ ≤ k‖u‖m ≤ k
(
rp+

)1/p+

= A, ∀x ∈ Ω,

for all u ∈ X with Φ(u) ≤ r. The above inequality shows that

− inf
u∈Φ−1((−∞,r])

Ψ(u) = sup
u∈Φ−1((−∞,r])

−Ψ(u) ≤
∫

Ω

sup
t∈[0,A])

F (x, t)dx ≤ 0.

From (11), we deduce that

− inf
u∈Φ−1((−∞,r])

Ψ(u) < r

∫
Ω
F (x,B)dx∫

∂Ω
1

p(x)m(x)Bp(x)dx
,

that is,

inf
u∈Φ−1((−∞,r])

Ψ(u) >

(
Φ(u1)− r)

)
Ψ(u0) +

(
r − Φ(u0))

)
Ψ(u1)

Φ(u1)− Φ(u0)

which means that condition (iii) holds. At this point, conclusion follows from Theorem
3.1.
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[17] V. Rădulescu, D. Repovš, Partial Differential Equations with Variable Exponents: Variational

Methods and Qualitative Analysis, CRC Press, Taylor & Francis Group, Boca Raton FL, 2015.
[18] B. Ricceri, A three critical points theorem revisited, Nonlinear Anal. 70 (2009), 3084–3089.
[19] M. Ru̇z̆ic̆ka, Electrorheological fluids: modeling and mathematical theory, 1748, Springer-Verlag,

Berlin, 2000.
[20] S. Samko, Denseness of C∞

0 (RN ) in the generalized Sobolev spaces Wm,p(x)(RN ), In Direct and

inverse problems of mathematical physics (Newark, DE, 1997), vol. 5 of Int. Soc. Anal. Appl.

Comput. 333–342, Kluwer Acad. Publ., Dordrecht, 2000.
[21] A.B. Zang, Y. Fu, Interpolation inequalities for derivatives in variable exponent Lebesgue

Sobolev spaces, Nonlinear Anal. TMA 96 (2008), 3629–3636.

[22] V.V. Zhikov, Averaging of functionals of the calculus of variations and elasticity theory, Math-
ematics of the USSR-Izvestiya 9 (1987), 33–66.

(Abdesslem Ayoujil) Regional Centre of Trades Education and Training, Oujda, Morocco
E-mail address: abayoujil@gmail.com

(Abdel Rachid El Amrouss) University Mohamed I, Faculty of sciences, Department of

Mathematics, Oujda, Morocco
E-mail address: elamrouss@fso.ump.ma



Annals of the University of Craiova, Mathematics and Computer Science Series
Volume 44(1), 2017, Pages 94–99
ISSN: 1223-6934

On the existence of positive solutions for boundary value
problems with sign- changing weight and
Caffarelli-Kohn-Nirenberg exponents

A. Firouzjai, G.A. Afrouzi, and S. Talebi

Abstract. In this paper we consider the existence of positive solutions to the singular infinite
semipositone problems with sign-changing weight. We use the method of sub-supersolution to

establish our existence result.

2010 Mathematics Subject Classification. 35J25, 35J55, 35J60.

Key words and phrases. Caffarelli-Kohn-Nirenberg exponents; Infinite semipositone problem;

Positive solution; Singular problem; Sub-supersolution.

1. Introduction

The study of positive solutions of singular partial differential equations or systems
has been an extremely active research topic during the past few years. Such singular
nonlinear problems arise naturally and they occupy a central role in the interdisci-
plinary research between analysis, geometry, biology, elasticity, mathematical physics,
etc.

In this paper, we are concerned with the existence of positive solutions to the
boundary value problem{

−div(|x|−αp|∇u|p−2∇u) = λ|x|−(α+1)p+βg(x)(f(u)− 1
uγ ), x ∈ Ω,

u = 0, x ∈ ∂Ω,
(1)

where Ω is a bounded smooth domain in RN with 0 ∈ Ω with smooth boundary,
1 < p < N , 0 ≤ α < N−p

p , γ ∈ (0, 1), λ, β are positive constants, g(x) is a C1

sign-changing function that maybe negative near the boundary and be positive in the
interior and f : (0,∞) → (0,∞) is a C1 nondecreasing function. Elliptic problems
involving more general operator, such as the degenerate quasilinear elliptic operator
given by −div(|x|−αp|∇u|p−2∇u), where motivated by the following Caffarelli, Kohn
and Nirenberg’s inequality (see [3, 15]). The study of this type of problems motivated
by it’s various applications, for example, in fluid mechanics, in newtonian fluids, in
flow through porous media and in glaciology (see [1, 4]). So the study of singular
elliptic problems has more practical meaning. We refer to ([11, 6, 2, 7]) for additional
result on elliptic problem, we study problem (1) in the semipositone case. See [10],
where the authors discussed the problem (1) when g ∼ 1, α = 0 and β = p = 2.
In [9], the authors extended the study of [10] to the case when p > 1. In [12], the

Received February 23, 2016.
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prpblem in [9] was studid with weight function g(x). Here we focus on futher ex-
tending the study in [12] for quasilinear elliptic problem involving singularity. Due
to this singularity in the weights, the extensions are challenging and nontrivial. Our
approach is based on the method of sub-supper solution (see[5, 8, 13]). In this pa-

per, we denote W 1,p
0 (Ω, |x|−αp), the completion of C∞0 (Ω) with respect to the norm

‖u‖ = (
∫

Ω
|x|−αp|∇u|pdx)

1
p . To precisely state our existence result, we consider the

eigenvalue problem{
−div(|x|−αp|∇φ|p−2∇φ) = λ|x|−(α+1)p+β |φ|p−2φ, x ∈ Ω,
φ = 0, x ∈ ∂Ω.

(2)

Let φ be the eigenfunction corresponding to the first eigenvalue λ1 of (2) such that
φ(x) > 0 in Ω, and ‖φ‖∞ = 1.
Let m,σ, δ > 0 be such that

σ ≤ φ ≤ 1, x ∈ Ω− Ωδ, (3)

|x|−αp
(

1− γp

p− 1 + γ

)
|∇φ|p ≥ m, x ∈ Ωδ, (4)

where Ωδ = {x ∈ Ω | d(x, ∂Ω) ≤ δ}. This is possible since |∇φ| 6= 0 on ∂Ω while

φ = 0 on ∂Ω. We will also consider the unique solution e ∈ W 1,p
0 (Ω, |x|−αp) of the

boundary value problem{
−div(|x|−αp|∇e|p−2∇e) = |x|−(α+1)p+β , x ∈ Ω,
e = 0, x ∈ ∂Ω,

to discuss our existence result. It is known that e > 0 in Ω and
∂e

∂n
< 0 on ∂Ω.

Here we assume that the weight function g(x) takes negative values in Ωδ, but
require g(x) be strictly positive in Ω− Ωδ.

To be precise we assume that there exist positive constants a, b such that g(x) ≥ −a,
on Ωδ and g(x) ≥ b on Ω− Ωδ.

2. Existence result

A non-negative function ψ is said to be a subsolution of problem (1), if it satisfy
ψ ≥ 0 on ∂Ω and∫

Ω

|x|−αp|∇ψ|p−2∇ψ · ∇wdx ≤
∫

Ω

λ|x|−(α+1)p+βg(x)
[
f(ψ)− 1

ψγ

]
wdx ∀w ∈W,

where W = {w ∈ C∞0 (Ω) : w ≥ 0 for all x ∈ Ω} (see [14]).
A function z is said supersolution of (1), if it satisfy z ≥ 0 on ∂Ω, and∫

Ω

|x|−αp|∇z|p−2∇z · ∇wdx ≥
∫

Ω

λ|x|−(α+1)p+βg(x)
[
f(z)− 1

zγ

]
wdx, ∀w ∈W.

Then the following result holds:

Lemma 2.1. (see [8]). If there exist a sub-solution ψ and supersolution z such that
ψ ≤ z in Ω then (1) has a weak-solution u such that ψ ≤ u ≤ z.
We make the following assumptions:
(H1) f : (0,∞)→ (0,∞) is C1 nondecreasing function.
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(H2) lim
s→∞

f(s)

sp−1
= 0.

(H3) suppose that there exist ε > 0 such that

i) f
(ε 1

p−1 (p− 1 + γ)σ

p

)
>
( p

ε
1
p−1σ(p− 1 + γ)

)γ
,

ii)
ε
γ+p−1
p−1 λ1(p− 1 + γ)γ

apγ
<

mε

af(ε
1
p−1 )

,

iii)
ελ1

Nb
<

mε

af
(
ε

1
p−1

) , where N = f
(ε 1

p−1 (p− 1 + γ)σ

p

)
−
( p

ε
1
p−1σ(p− 1 + γ)

)γ
.

iv) Let η > 0 be such that η ≥ max |x|−(α+1)p+β, in Ωδ.

We are now ready to give our existence result.

Theorem 2.2. Let (H1)− (H3) hold, then there exists positive weak solution of (1)
for every λ ∈ [λ∗(ε), λ

∗(ε)], where

λ∗ =
mε

ηaf
(
ε

1
p−1

) and λ∗ = max

{
ε
γ+p−1
p−1 λ1(p− 1 + γ)γ

apγ
,
ελ1

Nb

}
.

Remark 2.1. Note that (H3) implies λ∗ < λ∗.

Proof. Now we construct a positive sub-solution of (1). For this, we let

ψ =
p− 1 + γ

p
ε

1
p−1φ

p
p−1+γ .

Let w ∈W . Since ∇ψ = ε
1
p−1φ

1−γ
p−1+γ∇φ, then a calculation shows that∫

Ω

|x|−αp|∇ψ|p−2∇ψ · ∇wdx = ε

∫
Ω

|x|−αpφ
(p−1)(1−γ)
p−1+γ |∇φ|p−2∇φ · ∇wdx

= ε

∫
Ω

|x|−αp|∇φ|p−2∇φ
[
∇(φ1− γp

p−1+γw)−∇(φ1− γp
p−1+γ )w

]
dx

= ε

∫
Ω

|x|−αp|∇φ|p−2∇φ · ∇(φ1− γp
p−1+γw)dx− ε

∫
Ω

|x|−αp|∇φ|p−2∇φ · ∇(φ1− γp
p−1+γ )wdx

= ε

∫
Ω

|x|−(α+1)p+βλ1φ
−γp
p−1+γ φpwdx− ε

∫
Ω

|x|−αp
(

1− γp

p− 1 + γ

)
φ−

γp
p−1+γ |∇φ|pwdx

= ε

∫
Ω

[
|x|−(α+1)p+βλ1φ

p− γp
p−1+γ − |x|−αp

(
1− γp

p− 1 + γ

)
φ−

γp
p−1+γ |∇φ|p

]
wdx.

First we consider the case when x ∈ Ωδ. We have |x|−αp
(

1 − γp

p− 1 + γ

)
|∇φ|p ≥ m

and g(x) ≥ −a. Hence since λ ≤ λ∗ =
mε

ηaf(ε
1
p−1 )

, we have

−|x|−αpε
(

1− γp
p−1+γ

)
φ

−γp
p−1+γ |∇φ|p ≤ −mεφ

−γp
p−1+γ ≤ −mε

≤ −λaηf(ε
1
p−1 ) ≤ −λa|x|−(α+1)p+βf

(
p−1+γ
p ε

1
p−1φ

p
p−1+γ

)
,

(5)
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and since λ ≥ λ∗ =
ε
γ+p−1
p−1 λ1(p− 1 + γ)γ

apγ
, we have

|x|−(α+1)p+βεφ−
γp

p−1+γ λ1φ
p ≤ λ|x|−(α+1)p+βapγ

ε
γ
p−1 (p− 1 + γ)γ

≤ |x|−(α+1)p+βλa(
p−1+γ
p ε

1
p−1φ

p
p−1+γ

)γ . (6)

By combining (5) and (6) we see that

ε
[
|x|−(α+1)p+βφp−

γp
p−1+γ λ1 − |x|−αp

(
1− γp

p− 1 + γ

)
φ−

γp
p−1+γ |∇ψ|p

]
≤ λ|x|−(α+1)p+βg(x)

[
f
(p− 1 + γ

p
ε

1
p−1φ

p
p−1+γ

)
− 1(

p−1+γ
p ε

1
p−1φ

p
p−1+γ

)γ ].
On the other hand, on Ω− Ωδ, we have g(x) ≥ b and σ ≤ φ

p

p− 1 + γ ≤ 1. Thus for

λ ≥ λ∗ ≥
ελ1

Nb
, we have

ε
(
|x|−(α+1)p+βφ−

γp
p−1+γ λ1φ

p − |x|−αp
(

1− γp

p− 1 + γ

)
φ−

γp
p−1+γ |∇φ|p

)
≤ |x|−(α+1)p+βελ1φ

p− γp
p−1+γ ≤ |x|−(α+1)p+βελ1 ≤ |x|−(α+1)p+βλbN

≤ |x|−(α+1)p+βλb
[
f
(p− 1 + γ

p

)
σε

1
p−1 − 1(

(p−1+γ
p )σε

1
p−1

)γ ]
≤ |x|−(α+1)p+βλg(x)

[
f
(p− 1 + γ

p
ε

1
p−1φ

p
p−1+γ

)
− 1(

(p−1+γ
p )ε

1
p−1φ

p
p−1+γ

)γ ]
= λ|x|−(α+1)p+βg(x)

[
f(ψ)− 1

ψγ

]
.

Hence∫
Ω

|x|−αp|∇ψ|p−2∇ψ · ∇wdx

≤ ε
∫

Ω

[
|x|−(α+1)p+βλ1(φp−

γp
p−1+γ )− |x|−αp

(
1− γp

p− 1 + γ

)
φ−

γp
p−1+γ |∇φ|p

]
wdx

≤
∫

Ω

λ|x|−(α+1)p+βg(x)
[
f
(p− 1 + γ

p
ε

1
p−1φ

p
p−1+γ

)
− 1(

p−1+γ
p ε

1
p−1φ

p
p−1+γ

)γ ]wdx
=

∫
Ω

λ|x|−(α+1)p+βg(x)
[
f(ψ)− 1

ψγ

]
wdx.

So ψ is a sub- solution of (1) for λ ∈ [λ∗, λ
∗].

Now we will construct a supersolution of (1). For this, we let z := ce and w ∈ W .
Since ∇z = c∇e then a calculation shows that∫

Ω

|x|−αp|∇z|p−2∇z · ∇wdx = cp−1

∫
Ω

|x|−αp|∇e|p−2∇e · ∇wdx

= −cp−1
∫

Ω
div(|x|−αp|∇e|p−2∇e)wdx = cp−1

∫
Ω

|x|−(α+1)p+βwdx.

By (H2) we can choose c large enough so that

(c‖e‖∞)p−1(λ‖g(x)‖∞‖e‖∞)−1 ≥ f(c‖e‖∞).
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Hence

cp−1 ≥ λ‖g(x)‖∞f(c‖e‖∞) ≥ λg(x)f(ce) ≥ λg(x)
[
f(ce)− 1

(ce)γ

]
= λg(x)

[
f(z)− 1

zγ

]
.

Thus we have∫
Ω

|x|−αp|∇z|p−2∇z · ∇wdx = cp−1

∫
Ω

|x|−(α+1)p+βwdx

≥
∫

Ω
|x|−(α+1)p+βλg(x)

[
f(ce)− 1

(ce)γ

]
wdx =

∫
Ω

|x|−(α+1)p+βλg(x)
[
f(z)− 1

zγ

]
wdx.

So z is a supersolution of (1) with z ≥ ψ for c large. Thus, there exist a positive
weak solution u of (1) such that ψ ≤ u ≤ z. This completes the proof of Theorem
2.2. �
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Abstract. In this paper, we study the existence of three solutions to the p(x)-Kirchhoff type
equations in RN . By means of nonsmooth three critical points theorem and the theory of the

variable exponent Sobolev spaces, we establish the existence of three critical points for the
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1. Introduction

In this paper, we are concerned with the following nonlinear elliptic differential
inclusion with p(x)−Kirchhoff-type problem

M
( ∫

RN
1

p(x) (|∇u|p(x) − |u|p(x))dx
)

[∆p(x)u− |u|p(x)−2u]

∈ −λ∂F (x, u)− µ∂G(x, u) in RN

u = 0 on RN ,

(1)

where p(x) ∈ C(RN ) is continuous function satisfying

1 < p− = inf
x∈RN

p(x) ≤ p(x) ≤ p+ = sup
x∈RN

p(x) < +∞,

and λ, µ > 0. F,G : RN ×R→ R is a function in which F (·, u) is measurable for every
u ∈ R and F (x, ·) is locally Lipschitz for a.e. x ∈ RN . ∂F (x, u) and ∂G(x, u) denotes
the generalized Clarke gradient of F (x, u) and G(x, u) at u ∈ R.

Let X be real Banach space. We assume that it is also given a functional χ :
X → R ∪ {+∞} which is convex, lower semicontinuous, proper whose effective do-
main dom(χ) = {x ∈ X : χ(x) < +∞} is a (nonempty, closed, convex) cone in X.
Our aim is to study the following variational-hemivariational inequality problem:
Find u ∈ B (it is called a weak solution of problem (1)) if for all v ∈ B,

M
(∫

RN

1

p(x)
(|∇u|p(x) − |u(x)|p(x))dx

)∫
RN

(|∇u|p(x)−2∇u∇v − |u|p(x)−2uv)dx

Received March 25, 2016.
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−λ
∫
RN

F 0(x, u; v)dx− µ
∫
RN

G0(x, u; v)dx ≥ 0, (2)

where B is a closed convex subset of X = W
1,p(·)
0 (RN ), and F 0, G0 are the generalized

directional derivatives of the locally Lipschitz functions F,G.
The operator ∆p(x)u = div(|∇u|p(x)−2∇u) is the so-called p(x)−Laplacian, which
becomes p−Laplacian when p(x) ≡ p is a constant. More recently, the study of
p(x)−Laplacian problems has attracted more and more attention (cf. [2]).
The problem (1) is a generalization of an equation introduced by Kirchhoff (cf. [20]).
The study of Kirchhoff model has already been extended to the case involving the
p-Laplacian (cf. [8], [10]) and p(x)−Laplacian (cf. [6], [15]).

Applications of problems involving the p(x)-Laplace operator is applied to the
modeling of various phenomena such as elastic mechanics, thermorheological and
electrorheological fluids, mathematical mathematical biology and plasma physics (cf.
[10], [30], [31]). In recent years, differential equations and variational problems have
been studied in many papers, we refer to some interesting works (cf. [27], [28]).

Many authors investigated variational methods to a class of non-differentiable func-
tionals to prove some existence theorems for PDE with discontinuous nonlinearities.
In [33] author studied a priori bounds for a class of variational inequalities involv-
ing general elliptic operators of second-order and terms of generalized directional
derivatives; in [4], authors studied variational-hemivariational inequalities involving
the p-Laplace operator and a nonlinear Neumann boundary condition; in [1], authors
studied variational-hemivariational inequality by using the mountain pass theorem.

However, authors appeared some technical difficulties for studying problem on un-
bounded domains (cf. [3]). Therefore, to resolve this issue the space of radially
symmetric functions was introduced. For instance, the existence of radially symmet-
ric solutions for a class of differential inclusion problems was considered by many
authors. In [32] author studied infinitely many radially symmetric solutions for a
class of hemivariational inequalities with the Cerami compactness condition and the
principle of symmetric criticality for locally Lipschitz functions; in [24] author studied
the existence of infinitely many radial respective non-radial solutions for a class of
hemivariational inequalities; in [18] authors studied the existence of infinitely many
radially symmetric solutions for a class of perturbed elliptic equations with discon-
tinuous nonlinearities under some hypotheses on the behavior of the potential.

More recently, the study of the three-critical-points for nonsmooth functionals was
investigated. In [23] authors studied the existence of three critical points which ex-
tends the variational principle of Ricceri [29] to nonsmooth functionals. In [19] author
studied three-critical-points theorem based on a minimax inequality and on a trun-
cation argument which extended to Motreanu-Panagiotopoulos functionals. In [34],
authors studied the existence of at least three critical points for a p(x)-Laplacian
differential inclusion based on the nonsmooth analysis.

The purpose of this paper is to prove the existence of at least three solutions for a

variational-hemivariational inequality depending on two parameters in W
1,p(x)
0 (RN ).

In fact, the existence result for p(x)−Kirchhoff-type problem with locally Lipschitz
functions under special hypotheses on F and G is investigated. Also, for the second
part under further additional assumptions, the quasilinear elliptic inclusion problem

is considered. A major problem is that the compact embedding for W
1,p(x)
0 (RN ) into
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L∞(RN ) is required. Hence, we overcome this gap by using the subspace of radi-

ally symmetric functions of W
1,p(x)
0 (RN ), denoted by W

1,p(x)
0,r (RN ), can be embedded

compactly into L∞(RN ).
The paper is organized as follows. We prepare the basic definitions and properties

in the framework of the generalized Lebesgue and Sobolev spaces. Besides, some basic
notions about generalized directional derivative and hypotheses on F, G are given.
Next, we give the main results about the existence of three solutions in theorem 3.7.
The final part of this paper is concerned with the existence of three radially symmetric
solutions in theorem 4.5.

2. Preliminaries

We recall some basic facts about the variable exponent Lebesgue-Sobolev (cf.
[11],[13],[16]).
The variable exponent Lebesgue space is defined by

Lp(·)(RN ) = {u : RN −→ R :

∫
RN
|u(x)|p(x)dx <∞}

and is endowed with the Luxemburg norm

‖u‖p(·) = inf { λ > 0 :

∫
RN
|u(x)

λ
|p(x)dx} ≤ 1}.

Note that, when p ≡ Const., the Luxemburg norm ‖·‖p(·) coincides with the standard

norm ‖ · ‖p of the Lebesgue space Lp(RN ).

The generalized Lebesgue-Sobolev space WL,p(·)(RN ) for L = 1, 2, ... is defined as

WL,p(·)(RN ) = {u ∈ Lp(·)(RN ) : Dαu ∈ Lp(·)(RN ), |α| ≤ L},

where Dαu = ∂|α|

∂α1x1···∂αnxn with α = (α1, α2, · · ·, αN ) is a multi-index and |α| =

ΣNi=1αi.
The space WL,p(·)(RN ) with the norm

‖u‖WL,p(·)(RN ) =
∑
|α|≤L

‖Dαu‖p(·),

is a separable reflexive Banach space(cf. [12]).

The spaceW
L,p(·)
0 (RN ) denotes the closure inWL,p(·)(RN ) of the set of allWL,p(·)(RN )

-functions with compact support. Hence, an equivalent norm for the spaceW
L,p(·)
0 (RN )

is given by

‖u‖
W
L,p(·)
0 (Ω)

=
∑
|α|=L

‖Dαu‖p(·).

If Ω ⊂ RN is open bounded domain, let p∗L denote the critical variable exponent
related to p, defined for all x ∈ Ω̄ by the pointwise relation

p∗L(x) =


Np(x)

N−Lp(x) Lp(x) < N,

+∞ Lp(x) ≥ N.
(3)

For every u ∈WL,p(·)
0 (Ω) the Poincaré inequality holds, where Cp > 0 is a constant

‖u‖Lp(·)(Ω) ≤ Cp‖∇u‖Lp(·)(Ω).
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(see (cf. [17])).

Proposition 2.1. (cf. [16]) Let p′ be the function obtained by conjugating the
exponent p pointwise, that is 1

p(x) + 1
p′(x) = 1 for all x ∈ Ω̄, then p′ belongs to C+(Ω).

For any u ∈ Lp(·)(Ω) and v ∈ Lp′(·)(Ω), the following Hölder type inequality valid,∫
Ω

|u(x)v(x)|dx ≤ (
1

p−
+

1

p′−
)‖u‖p(·)‖v‖p′(·),

where Lṕ(·)(Ω) is the conjugate space of Lp(·)(Ω).

Proposition 2.2. For φ(u) =
∫
RN [|∇u|p(x) − |u(x)|p(x)]dx, and u, un ∈ X, we have

(i) ‖u‖ < (=;>)1⇔ φ(u) < (=;>)1,

(ii) ‖u‖ ≤ 1⇒ ‖u‖p
+

≤ φ(u) ≤ ‖u‖p
−
,

(iii) ‖u‖ ≥ 1⇒ ‖u‖p
−
≤ φ(u) ≤ ‖u‖p

+

,

(iv) ‖un‖ → 0⇔ φ(un)→ 0,

(v) ‖un‖ → ∞⇔ φ(un)→∞.

Proof is similar to that in (cf. [16]).

Proposition 2.3. (cf. [16],[21]) For p, q ∈ C+(Ω) in which q(x) ≤ p∗L(x) for all

x ∈ Ω, there is a continuous embedding

WL,p(·)(Ω) ↪→ Lq(·)(Ω).

If we replace ≤ with <, the embedding is compact.

Remark 2.1. (i) By the proposition (2.3) there is a continuous and compact em-

bedding of W
1,p(·)
0 (Ω) into Lq(·)(Ω), where q(x) < p∗(x) for all x ∈ Ω.

(ii) Denote by

‖u‖ = inf{λ > 0 :

∫
RN

[|∇u
λ
|p(x) − |u

λ
|p(x)]dx ≤ 1},

which is a norm on W
1,p(·)
0 (RN ).

Here, we recall some definitions and basic notions of the theory of generalized
differentiation for locally Lipschitz functions. We refer the reader to (cf. [5], [7], [25],
[26]).
Let X be a Banach space and X? its topological dual. By ‖ · ‖ we will denote the
norm in X and by < ·, · >X the duality brackets for the pair (X,X?).
A function h : X → R is said to be locally Lipschitz continuous, when to every x ∈ X
there correspond a neighborhood Vx of x and a constant Lx ≥ 0 such that

|h(z)− h(w)| ≤ Lx‖z − w‖, ∀z, w ∈ Vx.

For a locally Lipschitz function h : X → R, the generalized directional derivative of
h at u ∈ X in the direction γ ∈ X is defined by

h0(u; γ) = lim sup
w→u,t→0+

h(w + tγ)− h(w)

t
.
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The generalized gradient of h at u ∈ X is

∂h(u) = {x? ∈ X? : < x?, γ >X≤ h0(u; γ), ∀γ ∈ X},

which is non-empty, convex and w?−compact subset of X?, where < ·, · >X is the
duality pairing between X? and X.

Proposition 2.4. (cf. [7]) Let h, g : X → R be locally Lipschitz functionals. Then,
for any u, v ∈ X the following hold:
(1) h0(u; ·) is subadditive, positively homogeneous;
(2) ∂h is convex and weak∗ compact;
(3) (−h)0(u; v) = h0(u;−v);
(4) the set-valued mapping h : X → 2X

∗
is weak∗ u.s.c.;

(5) h0(u; v) = maxu∗∈∂h(u) < u∗, v >;
(6) ∂(λh)(u) = λ∂h(u) for every λ ∈ R;
(7) (h+ g)0(u; v) ≤ h0(u; v) + g0(u; v);
(8) the function m(u) = minν∈∂h(u) νX∗ exists and is lower semicontinuous; i.e.,
lim infu→u0 m(u) ≥ m(u0);
(9) h0(u; v) = maxu∗∈∂h(u)〈u∗, v〉 ≤ L‖v‖.

Proposition 2.5. (cf. [7])(Lebourg’s mean value theorem) Let h : X → R be a locally
Lipschitz functional. Then, for every u, v ∈ X there exists w ∈ [u, v], w∗ ∈ ∂h(u)
such that h(u)− h(v) = 〈w∗, u− v〉.

Definition 2.1. (cf. [26]) Let X be a Banach space, I : X → (−∞,+∞] is called a
Motreanu-Panagiotopoulos-type functional, if I = h+ χ, where h : X → R is locally
Lipschitz and χ : X → (−∞,+∞] is convex, proper and lower semicontinuous.

Definition 2.2. (cf. [19]) An element u ∈ X is called a critical point for I = h+χ if

h0(u; v − u) + χ(v)− χ(u) ≥ 0, ∀v ∈ X.

The Euler-Lagrange functional associated to problem (1) is given by

I(u) = M̂
(∫

RN

1

p(x)
(|∇u|p(x) − |u|p(x))dx

)
−
∫
RN

F (x, u)dx−
∫
RN

G(x, u)dx,

where M̂(t) =
∫ t

0
M(τ)dτ and M(t) is supposed to verify the following assumptions:

(M1) There exist m1 and m0 in which m1 ≥ m0 > 0 and for all t ∈ R+, m0 ≤
M(t) ≤ m1;

(M2) For all t ∈ R+, M̂(t) ≥M(t)t.

Denote Φ : W
1,p(·)
0 (RN )→ R, as follows

Φ(u) =

∫
RN

1

p(x)
[|∇u|p(x) − |u|p(x)]dx.

The next lemma characterizes some properties of Φ (cf. [14]).

Proposition 2.6. Let Φ(u) =
∫
RN

1
p(x) [|∇u|p(x) − |u|p(x)]dx. Then

(i) Φ : X → R is sequentially weakly lower semicontinuous.
(ii) Φ′ is of (S+) type.
(iii) Φ′ is a homeomorphism.
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Proposition 2.7. (cf. [7]) Let F,G : RN × R→ R be locally Lipschitz function and
set F(u) =

∫
RN F (x, u(x))dx, G(u) =

∫
RN G(x, u(x))dx. Then F , G are well-defined

and

F0(u; v) ≤
∫
RN

F 0(u(x); v(x))dx, G0(u; v) ≤
∫
RN

G0(u(x); v(x))dx,∀u, v ∈ X.

3. Three solutions for a differential inclusion problem

For the reader’s convenience, we recall the nonsmooth three critical points theorem.

Theorem 3.1. [19] Let X be a separable and reflexive Banach space, Λ a real interval
and B a nonempty, closed, convex subset of X. Φ ∈ C1(X,R) a sequentially weakly
l.s.c. functional and bounded on any bounded subset of X such that Φ′ is of type
(S)+, suppose that F : X → R is a locally Lipschitz functional with compact gradient.
Assume that:
(i) lim‖u‖→+∞[Φ− λF ] = +∞, ∀λ ∈ Λ,
(ii)There exists ρ0 ∈ R such that

sup
λ∈Λ

inf
u∈X

[Φ + λ(ρ0 −F(u))] < inf
u∈X

sup
λ∈Λ

[Φ + λ(ρ0 −F(u))].

Then, there exist λ1, λ2 ∈ Λ (λ1 < λ2) and σ > 0 such that for every λ ∈ [λ1, λ2]
and every locally Lipschitz functional G : X → R with compact derivative, there exists
µ1 > 0 such that for every µ ∈]0, µ1[ the functional Φ − λF + µG has at least three
critical points whose norms are less than σ.

Let us introduce the following conditions of our problem.
We assume that F : RN × R → R is a Carathéodory function, which is locally Lips-
chitz in the second variable and satisfies the following properties:
(F1) |ξ| ≤ K(|s|t(x)−1 + |s|z(x)−1) for all ξ ∈ ∂F (x, s) with (x, s) ∈ RN × R
(1 ≤ p− ≤ p(x) ≤ p+ < z− ≤ z(x) ≤ z+ < t− ≤ t(x) ≤ t+ < p∗(x));
(F2) |F (x, s)| ≤ H(|s|α(x) + |s|β(x)) for all (x, s) ∈ RN ×R (H > 0, 1 ≤ α− ≤ α(x) ≤
α+ < β− ≤ β(x) ≤ β+ < p− ≤ p(x) ≤ p+ < p∗(x));

(F3) F (x, 0) = 0 for a.e. x ∈ RN and there exists û ∈ W
1,p(·)
0 (RN ) such that∫

RN F (x, û)dx > 0 for a.e. x ∈ RN ;

(G) |ξ| ≤ K ′(1 + |s|r(x)−1) for all ξ ∈ ∂G(x, s) with (x, s) ∈ RN × R (1 ≤ p− ≤
p(x) ≤ p+ < r− ≤ r(x) ≤ r+ < p∗(x)).

We need the following lemmas in the proof of our main result.

Lemma 3.2. If (F1) holds, then F : X → R is locally Lipschitz functional with
compact gradient.

Proof. First we prove that F is Lipschitz continuous on each bounded subset of X.
Let u, v ∈ B(0,M) (M > 0) and ‖u‖, ‖v‖ ≤ 1. From proposition 2.5, the Hölder
inequality and the embedding of X in Lt(x)(RN ) and Lz(x)(RN )

|F(u)−F(v)| ≤
∫
RN
|F (x, u(x))− F (x, v(x))|dx

≤
∫
RN

K(|u(x)|t(x)−1 + |v(x)|t(x)−1 + |u(x)|z(x)−1 + |v(x)|z(x)−1)|u(x)− v(x)|dx
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≤ K(‖|u(x)|t(x)−1 + |v(x)|t(x)−1‖)Lt′(x)(RN )‖u− v‖Lt(x)(RN )

+K(‖|u(x)|z(x)−1 + |v(x)|z(x)−1‖)Lz′(x)(RN )‖u− v‖Lz(x)(RN )

≤ 2K(c1M
z−−1 + c2M

t−−1)‖u− v‖,
where c1, c2 are positive constants.
We prove that ∂F is compact. Let {un} be a sequence in X such that ‖un‖ ≤M and
choose u∗n ∈ ∂F(un) for any n ∈ N. From (F1) it follows that for any n ∈ N, v ∈ X,

< u∗n, v > ≤
∫
RN
|u∗n(x)||v(x)|dx ≤

∫
RN

K(|u(x)|t(x)−1 + |u(x)|z(x)−1)|v(x)|dx

≤ (c3M
t−−1 + c4M

z−−1)‖v‖,
where c3, c4 are positive constants.
Consequently,

‖u∗n‖X∗ ≤ (c3M
t−−1 + c4M

z−−1).

The sequence {u∗n} is bounded and hence, up to a subsequence, u∗n ⇀ u∗.
Suppose on the contrary; we assume that there exists ε > 0 for which ‖u∗n−u∗‖X∗ > ε
(choose a subsequence if necessary). For every n ∈ N, we can find {vn} ∈ X with
‖vn‖ < 1 and

〈u∗n − u∗, vn〉 > ε. (4)

Then, {vn} is a bounded sequence and up to a subsequence, vn ⇀ v, ‖vn−v‖Lt(x)(Ω) →
0 and ‖vn − v‖Lz(x)(Ω) → 0. Hence,

|〈u∗n − u∗, v〉| <
ε

4
, |〈u∗, vn − v〉| <

ε

4
,

‖vn − v‖Lt(x) <
ε

4Kc3M t−−1
, ‖vn − v‖Lz(x) <

ε

4Kc4Mz−−1
.

It follows that,

〈u∗n − u∗, vn〉 ≤ 〈u∗n, vn − v〉+ 〈u∗n − u∗, v〉+ 〈u∗, v − vn〉

≤
∫
RN
|u∗n(x)||vn(x)− v(x)|dx+ 〈u∗n − u∗, v〉+ 〈u∗, v − vn〉

≤ K(c3M
t−−1‖vn − v‖Lt(x) + c4M

z−−1‖vn − v‖Lz(x))
+〈u∗n − u∗, v〉+ 〈u∗, v − vn〉 → 0,

which contradicts (15). �

Lemma 3.3. Let G be satisfied. Then G is a locally Lipschitz functional with compact
gradient.

The proof is similar to lemma (3.2).
The next lemma points out the relationship between the critical points of I(u) and

solutions of Problem (2).

Lemma 3.4. Every critical point of the functional I is a solution of Problem (1).

Proof. Let u ∈ X be a critical point of I(u) = Φ(u) − λF(u) − µG(u) + χ(u). Then
u ∈ B and by definition 2.2

〈Φ′u, v − u〉+ λ(−F)0(u; v − u) + µ(−G)0〈u; v − u〉 ≥ 0, ∀v ∈ X.
Using proposition 2.7 and proposition 2.4, we obtain the desired inequality. �
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Lemma 3.5. (cf. [19]) Let (F1) and (F3) be satisfied. Then, there exists û ∈ B such
that F(û) > 0.

Lemma 3.6. If (F2) holds, then for any λ ∈ (0,+∞), the function Φ−λF is coercive.

Proof. For u ∈ X such that ‖u‖ ≥ 1

F(u) =

∫
RN

F (x, u)dx ≤
∫
RN

H(|u|α(x)+|u|β(x))dx ≤ H(‖u‖α
+

Lα(x)(RN )+‖u‖β
+

Lβ(x)(RN )
).

By the embedding theorem for suitable positive constant c5, c6 it implies that

F(u) ≤ H(c5‖u‖α
+

X + c6‖u‖β
+

X ).

Consequently, by using proposition 2.2, for any λ > 0,

Φ(u)− λF(u) ≥ 1

p+
‖u‖p

−

X −H(c5‖u‖α
+

X + c6‖u‖β
+

X ).

Since p− > min{α+, β+}, it follows that

lim
‖u‖→+∞

[Φ− λF ] = +∞, ∀u ∈ X, λ ∈ (0,+∞).

�

Theorem 3.7. Let F1, F2, F3 are satisfied. Then there exist λ1, λ2 > 0(λ1 < λ2) and
σ > 0 such that for every λ ∈ [λ1, λ2] and every G satisfying G, there exists µ1 > 0
such that for every µ ∈]0, µ1[ problem (1) admits at least three solutions whose norms
are less than σ.

Proof. Due to Lemma 3.4, we are going to prove the existence of a critical point
of functional I. First, we check if I satisfies the conditions of the nonsmooth three
critical points theorem 3.1. It is clear that Lemma 2.6 shows that Φ satisfies the
weakly sequentially lower semicontinuous property and Φ′ is of type (S+). Moreover,
according to Lemma 3.2, the functional F is weakly sequentially semicontinuous.
Since Lemma 3.6, implies that Φ − λF is coercive on X for all λ ∈ Λ =]0,+∞[, so,
the assumption (i) of theorem 3.1, satisfies.

Case 1. Let us assume that ‖u‖ ≤ 1.
Set for every r > 0,

θ1(r) = sup{F(u);u ∈ X, m1

p−
‖u‖p

−
≤ r},

we indicate that

lim
r→0+

θ1(r)

r
= 0. (5)

From (F1), it is follows that for every ε > 0, there exists c(ε) > 0 such that for every
x ∈ Ω, u ∈ R and ξ ∈ ∂F (x, u)

|ξ| ≤ ε|u|t(x)−1 + c(ε)|u|z(x)−1. (6)

Applying Lebourgs mean value theorem and using the Sobolev embedding theorem
for every u ∈ X, there exist suitable positive constants c7 and c8

F(u) =

∫
RN

F (x, u)dx ≤
∫
RN

K(|u|t(x) + |u|z(x))dx ≤ K(‖u‖t
+

Lt(x)(RN ) + ‖u‖z
+

Lz(x)(RN ))

≤ Kc7(‖u‖t
+

X + ‖u‖z
+

X ) ≤ Kc8(r
t+

p− + r
z+

p− ).
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It follows from min{t+, z+} > p− that

lim
r→0+

θ1(r)

r
= 0.

From Lemma (3.5), û 6= 0. Hence, in view of (5), there is r ∈ R in which

0 < r < m1

p− ‖û‖
p− , 0 < θ1(r)

r < F(û)
m1
p−
‖û‖p−

.

Choose ρ0 > 0 such that

θ1(r) < ρ0 <
rF(û)

m1

p− ‖û‖p
− , (7)

especially, ρ0 < F(û).
We claim that

sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] < r. (8)

It is obvious that the mapping

λ 7→ sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))]

is upper semicontinuous on Λ and

lim
λ→+∞

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] ≤ lim
λ→+∞

[
m1

p−
‖û‖p

−
+ λ(ρ0 −F(û))] = −∞.

Therefore, there exists λ̄ ∈ Λ in which

sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] = inf
u∈B

[
m1

p−
‖u‖p

−
+ λ̄(ρ0 −F(u))].

We consider two cases:
(I) If λ̄ρ0 < r, we obtain

inf
u∈B

[
m1

p−
‖u‖p

−
+ λ̄(ρ0 −F(u))] ≤ λ̄ρ0 < r.

(II) If λ̄ρ0 ≥ r, from (7) we obtain

inf
u∈B

[
m1

p−
‖u‖p

−
+ λ̄(ρ0 −F(u))] ≤ m1

p−
‖û‖p

−
+ λ̄(ρ0 −F(û)) ≤

≤ m1

p−
‖û‖p

−
+

r

ρ0
(ρ0 −F(û)) ≤ r.

We claim that

inf
u∈B

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] ≥ r. (9)

Infact, for every u ∈ B there are two cases:
(I) If F(u) < ρ0,

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] = +∞.

(II) If F(u) ≥ ρ0, by (7)

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] = Φ(u) ≥ m0

p+
‖u‖p

+

≥ r.

From (8), (9) and the assumption (ii) of Theorem 3.1, this case verified.
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Case 2. Assume that ‖u‖ ≥ 1.
Similar to case 1:
Set for every r > 0

θ2(r) = sup{F(u);u ∈ X, m1

p−
‖u‖p

+

≤ r}.

We claim that

lim
r→0+

θ2(r)

r
= 0. (10)

In order to Proposition 2.3, for every u ∈ X by continuous and compact embedding,
it implies the existence of c9 and c10 such that

F(u) =

∫
RN

F (x, u)dx ≤
∫
RN

K(|u|t(x) + |u|z(x))dx ≤ K(‖u‖t
+

Lt(x)(RN ) + ‖u‖z
+

Lz(x)(RN ))

≤ Kc9(‖u‖t
+

X + ‖u‖z
+

X ) ≤ Kc10(r
t+

p+ + r
z+

p+ ).

It follows from min{t+, z+} > p+ that

lim
r→0+

θ2(r)

r
= 0.

Using Lemma 3.5 û 6= 0, therefore, due to (10), there is some r ∈ R such that

0 < r <
m1

p−
‖û‖p

+

, 0 <
θ2(r)

r
<

F(û)
m1

p− ‖û‖p
+ .

Let ρ0 > 0 such that

θ2(r) < ρ0 <
rF(û)
m1

p− ‖û‖p
+ . (11)

We claim that

sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] < r. (12)

Because of the mapping

λ 7→ sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))]

is upper semicontinuous on Λ, so

lim
λ→+∞

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] ≤ lim
λ→+∞

[
m1

p−
‖û‖p

+

+ λ(ρ0 −F(û))] = −∞.

Therefore, there exists λ̄ ∈ Λ

sup
λ∈Λ

inf
u∈B

[Φ(u) + λ(ρ0 −F(u))] = inf
u∈B

[
m1

p−
‖u‖p

+

+ λ̄(ρ0 −F(u))].

We consider two cases:
(I) If λ̄ρ0 < r, we obtain

inf
u∈B

[
m1

p−
‖u‖p

+

+ λ̄(ρ0 −F(u))] ≤ λ̄ρ0 < r.

(II) If λ̄ρ0 ≥ r, from (11) we obtain

inf
u∈B

[
m1

p−
‖u‖p

+

+ λ̄(ρ0 −F(u))] ≤ m1

p−
‖û‖p

+

+ λ̄(ρ0 −F(û)) ≤
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≤ 1

p−
‖û‖p

+

+
r

ρ0
(ρ0 −F(û)) ≤ r.

Next, we claim that

inf
u∈B

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] ≥ r. (13)

For every u ∈ B two cases can occur:
(I) If F(u) < ρ0 we have

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] = +∞.

(II) If F(u) ≥ ρ0 we have by (11)

sup
λ∈Λ

[Φ(u) + λ(ρ0 −F(u))] = Φ(u) ≥ m0

p+
‖u‖p

−
≥ r.

For function G which satisfies (G), it follows from Lemma 3.3, that the functional G :
X → R is locally Lipschitz with weakly sequentially semicontinuous. From Theorem
3.1 there exist λ1, λ2 ∈ Λ (without loss of generality we may assume 0 < λ1 < λ2)
and σ > 0 with the following property that, for λ ∈ [λ1, λ2] there exists µ1 > 0 in
which: for every µ1 ∈]0, µ[, the functional Φ− λF − µG admits at least three critical
points u0, u1, u2 ∈ B with ‖ui‖ < σ. So by Lemma 3.4 u0, u1, u2 are three solutions of
the problem (1). �

4. Three radially symmetric solutions for a differential inclusion problem

In this part we apply Theorem 3.1 to show the existence of at least three radially
symmetric solutions for a variational-hemivariational inequality. The main difficulty

in studying our problem is that there is no compact embedding of W
1,p(x)
0 (Ω) to

L∞(RN ). However, the subspace of radially symmetric functions of W
1,p(x)
0 (RN ),

denoted by W
1,p(x)
0,r (RN ) can be embedded compactly into L∞(RN ) whenever N <

p− ≤ p+ < +∞.
Choosing X = W

1,p(·)
0,r (RN ) and applying the nonsmooth version of the principle

of symmetric criticality we consider the differential inclusion problem{
−∆p(x)u+ |u|p(x)−2u ∈ λ∂a(x)F (x, u) + µ∂b(x)G(x, u) on RN

u(x)→ 0 as |x| → ∞,
(14)

where λ, µ are positive parameters and F,G : R→ R are locally Lipschitz functions.
a, b ∈ L∞(RN ), are radially symmetric and a, b ≥ 0.

Let O(N) be the group of orthogonal linear transformations in RN . We say that
a function l : RN → R is radially symmetric if l(gx) = l(x) for every g ∈ O(N) and

x ∈ RN . The action of the group O(N) on W
1,p(·)
0 (RN ) can be defined by (gu)(x) :=

u(g−1x), for every g ∈ O(N) and u ∈ W
1,p(·)
0 (RN ). We can define the subspace of

radially symmetric functions of W
1,p(·)
0 (RN ) by

W
1,p(·)
0,r (RN ) = {u ∈W 1,p(·)

0 (RN ) : gu = u,∀g ∈ O(N)}.

Proposition 4.1. [9] The embedding W
1,p(·)
0,r (RN ) ↪→ L∞(RN ), is compact whenever

N < p− ≤ p+ < +∞.
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The energy functional Ĩ : W
1,p(·)
0,r (RN )→ R associated to problem (14) is given by

Ĩ = Φ(u)− λF̃(u)− µG̃(u) + χ(u)

such that

F̃(u) =

∫
RN

a(x)F (x, u)dx, G̃(u) =

∫
RN

b(x)G(x, u)dx, ∀u ∈W 1,p(·)
0,r (RN ),

where χ(u) is the indicator function of the set B.
By the principle of symmetric criticality of Krawcewicz and Marzantowicz (cf. [22]),

u is a critical point of I if and only if u is a critical point of Ĩr = I|
W

1,p(·)
0,r (RN )

.

Lemma 4.2. Assuming (F1) satisfies, F : X → R will be locally Lipschitz functional
and sequentially weakly semicontinuous.

Proof. By similar argument of Lemma 3.2 we show that F is Lipschitz continuous
on each bounded subset of X. Let u, v ∈ B(0,M) (M > 0), and ‖u‖, ‖u‖ ≤ 1. From
proposition 2.5 and thanks to proposition 2.3

|F(u)−F(v)| ≤
∫
RN
|a(x)(F (x, u(x))− F (x, v(x)))|dx

≤
∫
RN

Ka(x)(|u(x)|t(x)−1 + |v(x)|t(x)−1 + |u(x)|z(x)−1 + |v(x)|z(x)−1)

×|u(x)− v(x)|dx

≤ K‖a‖∞‖u− v‖∞
∫
RN
|u(x)|t(x)−1dx+

∫
RN
|v(x)|t(x)−1dx

+

∫
RN
|u(x)|z(x)−1dx+

∫
RN
|v(x)|z(x)−1dx

≤ K‖a‖∞‖u− v‖∞
(
‖u‖t

−−1
Lt(x)

+ ‖v‖t
−−1
Lt(x)

+ ‖u‖z
−−1
Lz(x)

+ ‖v‖z
−−1
Lz(x)

)
≤ K‖a‖∞‖u− v‖X

(
‖u‖t

−−1
X + ‖v‖t

−−1
X + ‖u‖z

−−1
X + ‖v‖z

−−1
X

)
≤ 2K‖u− v‖X(c11M

t−−1 + c12M
z−−1)

where c11, c12 are positive constants.
We show ∂F is compact. Let {un} be a sequence in X such that ‖un‖ ≤ M and
choose u∗n ∈ ∂F(un) ⊆

∫
RN a(x)∂F (x, un(x))dx for any n ∈ N. From (F1) it follows

that for any n ∈ N, v ∈ X,

< u∗n, v > ≤
∫
RN
|u∗n(x)||v(x)|dx ≤

∫
RN

K|a(x)|(|u(x)|t(x)−1 + |u(x)|z(x)−1)|v(x)|dx

≤ K‖a‖L∞(c13M
t−−1 + c14M

z−−1)‖v‖,
where c13, c14 are positive constants.
Therefore,

‖u∗n‖X∗ ≤ K‖a‖L∞(c13M
t−−1 + c14M

z−−1).

The sequence {u∗n} is bounded and hence, up to a subsequence, u∗n ⇀ u∗.
Suppose on the contrary; there exists ε > 0 for which ‖u∗n − u∗‖X∗ > ε (choose a
subsequence if necessary). For every n ∈ N, we can find vn ∈ X with ‖vn‖ < 1 and

〈u∗n − u∗, vn〉 > ε. (15)
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Then, {vn} is a bounded sequence and up to a subsequence, {vn} be a sequence in

W
1,p(·)
r,0 (Ω) which converges weakly to v ∈ W

1,p(·)
r,0 (Ω). By proposition 4.1, vn → v

strongly in L∞(Ω). Therefore,

|〈u∗n−u∗, v〉| <
ε

4
, |〈u∗, vn−v〉| <

ε

4
, ‖vn−v‖L∞ <

ε

2K‖a‖L∞(c3M t−−1 + c4Mz−−1)
.

It follows that,

〈u∗n − u∗, vn〉 ≤ 〈u∗n, vn − v〉+ 〈u∗n − u∗, v〉+ 〈u∗, v − vn〉

≤
∫
RN
|u∗n(x)||vn(x)− v(x)|dx+ 〈u∗n − u∗, v〉+ 〈u∗, v − vn〉

≤ K‖a‖L∞(c13M
t−−1 + c14M

z−−1)‖vn − v‖L∞

+〈u∗n − u∗, v〉+ 〈u∗, v − vn〉 → 0,

which contradicts (15). �

Lemma 4.3. If G satisfies, then G is a locally Lipschitz functional with compact
gradient.

The proof is similar to Lemma (4.2).

Lemma 4.4. If (F2) holds, then for any λ ∈ (0,+∞), the function Φ−λF is coercive.

Proof. For u ∈ X such that ‖u‖ ≥ 1

F(u) =

∫
RN

a(x)F (x, u)dx ≤
∫
RN

H|a(x)|(|u|α(x) + |u|β(x))dx

≤ H‖a‖L∞(‖u‖α
+

Lα(x)(RN ) + ‖u‖β
+

Lβ(x)(RN )
).

By the embedding theorem for suitable positive constant c15, c16

F(u) ≤ H‖a‖L∞(c15‖u‖α
+

X + c16‖u‖β
+

X ).

Hence, from Proposition 2.2, for any λ > 0,

Φ(u)− λF(u) ≥ 1

p+
‖u‖p

−

X −H‖a‖L∞(c15‖u‖α
+

X + c16‖u‖β
+

X ).

Since p− > min{α+, β+}, it implies that

lim
‖u‖→+∞

[Φ− λF ] = +∞, ∀u ∈ X, λ ∈ (0,+∞).

�

Theorem 4.5. Let a, b ∈ L∞(Ω) be two radial functions and F1, F2, F3 are satisfied.
Then there exist λ1, λ2 > 0(λ1 < λ2) and σ̃ > 0 such that for every λ ∈ [λ1, λ2] and
every G satisfying G, there exists µ1 > 0 such that for every µ ∈]0, µ1[ problem (14)
admits at least three distinct, radially symmetric solutions whose norms are less than
σ̃.
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Proof. Case 1. Let us assume that ‖u‖ < 1.
Put for every r > 0,

θ1(r) = sup{F(u);u ∈ X, m1

p−
‖u‖p

−
≤ r},

we prove that

lim
r→0+

θ1(r)

r
= 0. (16)

In view of (F1), it is follows that for every ε > 0, there exists c(ε) > 0 such that for
every x ∈ RN , u ∈ R and ξ ∈ ∂F (x, u)

|ξ| ≤ ε|u|t(x)−1 + c(ε)|u|z(x)−1. (17)

Applying Lebourgs mean value theorem and using the Sobolev embedding theorem
for every u ∈ X, there exist suitable positive constants c17 and c18

F(u) =

∫
RN

F (x, u)dx ≤
∫
RN

Ka(x)(|u|t(x) + |u|z(x))dx

≤ K‖a‖L∞(‖u‖t
+

Lt(x)(RN ) + ‖u‖z
+

Lz(x)(RN ))

≤ K‖a‖L∞c17(‖u‖t
+

X + ‖u‖z
+

X ) ≤ K‖a‖L∞c18(r
t+

p− + r
z+

p− ).

By using min{t+, z+} > p− we conclude that

lim
r→0+

θ1(r)

r
= 0.

The remainder proof for the existence of three radially symmetric solutions of problem
(14) is similarly to Theorem 3.7. �
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 Lukasiewicz Implication Prealgebras

Aldo V. Figallo and Gustavo Pelaitay

Abstract. In this paper we revise the  Lukasiewicz implication prealgebras which we will

call  Lukasiewicz I−prealgebras to sum up. They were used by Antonio Jesús Rodŕıguez
Salas on his doctoral thesis under the name of Sales prealgebras. These structures are a

natural generalization of the notion of I−prealgebras, introduced by A. Monteiro in 1968

aiming to study using algebraic techniques the {→}-fragment of the three-valued  Lukasiewicz
propositional calculus. The importance of  Lukasiewicz I−prealgebras focuses on the fact that

from these structures we can directly prove that Lindembaun-Tarski algebra in the {→}-
fragment of the infinite-valued  Lukasiewicz implication propositional calculus is a  Lukasiewicz
residuation BCK-algebra in the sense of Berman and Blok [1]. This last result is indicated

without a proof on Komori’s paper ([8]) and it is suggested on his general lines on the Rodriguez

Salas thesis.
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Key words and phrases.  Lukasiewicz implication prealgebras, I−prealgebras,  Lukasiewicz
residuation BCK−algebras.

1. Introduction and preliminaries

In 1982, A. Iorgulescu said that she came up with the idea of the I−prealgebras af-
ter reading about preboolean sets in [11, 12] and about Nelson algebras and  Lukasiewicz
algebras in [10], on one side, and about I−algebras [13]. For details please go to [7].

On the other hand, in 1980, A. Monteiro introduced a particular class of I-
prealgebras. In this paper, we will use Monteiro therminology.

In 1930  Lukasiewicz considered the matrix  Ln+1 = 〈Cn+1,→,∼, D〉 and  L =
〈[0, 1],→,∼, D〉, where:
(i) Cn+1 = {0, 1

n ,
2
n , . . . ,

n−1
n , 1}, n is a positive integer and [0, 1] is the real interval;

(ii) If p, q ∈ Cn+1 or p, q ∈ [0, 1], then the implication, →, is defined by the formula
p→ q = min {1, 1− p + q}, the negation, ∼, by ∼ p = 1− p; and

(iii) D = {1} is the set of designated elements.
For the ones interested in focusing on the many algebraization of the  Lukasiewicz

propositional calculus, we recommend reading the important book [2] indicated in the
references section.

In the following, we will denote with (n + 1)−I L, n ≥ 1, and with ω−I L to the
propositional calculus determined by the implicative parts of  Ln+1 and  L respectively.

In 1956, Rose [16] indicated an axiomatization of the ω−I L, where he proved the
substitution rules, the modus ponens and the axioms:

(C1) p→ (q → p),
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(C2) (p→ q)→ ((q → r)→ (p→ r)),
(C3) ((p→ q)→ q)→ ((q → p)→ p),
(C4) ((p→ q)→ (q → p))→ (q → p),
are sufficient. On the same article adding the axiom scheme:

(C5) ((x→n y)→ x)→ x,
determined an axiomatization of the (n + 1)−I L, where

(Ab1) p→0 q = q and p→n+1 q = p→ (p→n q), for n = 0, 1, 2 . . ..

In [9] Monteiro, with the purpose of studying the 3−I L with algebraic techniques,
introduced the concepts of I3–prealgebras and 3-valued  Lukasiewicz implication alge-
bra. The results obtained by this author were exposed in 1968 in a course given at
Universidad Nacional del Sur but they have not been published yet.

On this work, we take our research based on the algebraization method proposed
by Monteiro, who has shown his excellent studies on many propositional calculus. To
begin with, we consider the I–prealgebras and then the In+1–prealgebras, as general-
izations of the I3–prealgebras of Monteiro and we redo some proofs of the properties
needed for the rest of the work exposed here, indicated by Monteiro in [9]. In particu-
lar, we concentrate on those properties in which the axiom referring to the n-valence,
of the Definition 4.1, does not take place here.

2.  Lukasiewicz I−prealgebras

Definition 2.1. The system 〈A,→, D〉 is a  Lukasiewicz implication prealgebra (or
 Lukasiewicz I−prealgebra) if we verify:
(i) 〈A,→〉 is an algebra of type 2,

(ii) D is a non-empty subset of A such that for every p, q, r ∈ D the conditions are
verified:
(R1) p→ (q → p) ∈ D,
(R2) (p→ q)→ ((q → r)→ (p→ r)) ∈ D,
(R3) (p ∨ q)→ (q ∨ p) ∈ D,
(R4) (p→ q) ∨ (q → p) ∈ D, where (Ab2) p ∨ q = (p→ q)→ q.

And the modus ponens rule:

(MP)
p ∈ D, p→ q ∈ D

q
,

Example 2.1.
(i) If 〈A,→〉 is an algebra of type 2, then 〈A,→, A〉 is an  Lukasiewicz I−prealgebra.

(ii) The matrix 〈Cn+1,→, {1}〉, n ≥ 1, and 〈[0, 1],→, {1}〉 are  Lukasiewicz I− pre-
algebras.

(iii) If 〈For(G),→〉 is an algebra of type 2 absolutely free and T is the set of the
thesis of the ω−I L, then 〈For(G),→, T 〉 is an  Lukasiewicz I−prealgebra.

Throughout this section A is the underlying set of the I–prealgebra 〈A,→,D〉.

Definition 2.2. Let 〈A,→, D〉 be a  Lukasiewicz I–prealgebra. Let p, q ∈ A, we say
that p � q if p→ q ∈ D.

Lemma 2.1. Let 〈A,→, D〉 be a  Lukasiewicz I–prealgebra. Then the following prop-
erties are verified:



 LUKASIEWICZ IMPLICATION PREALGEBRAS 117

(I1) If p � q and q � r then p � r.
(I2) If d ∈ D and p ∈ A, then p � d.
(I3) (q → p)→ r � p→ r.
(I4) p � q ∨ p.
(I5) q � q ∨ p.
(I6) (q ∨ r)→ s � q → s.
(I7) (q ∨ r)→ (p→ r) � q → (p→ r).
(I8) p→ (q → r) � (q ∨ r)→ (p→ r).
(I9) p→ (q → r) � q → (p→ r).

(I10) p→ (q → p) � q → (p→ p).
(I11) q � (p→ p).
(I12) p � p.
(I13) q → r � (p→ q)→ (p→ r).
(I14) If q � r, then p→ q � p→ r.

Proof. (I1):
(1) p→ q ∈ D, [hip.]
(2) q → r ∈ D, [hip.]
(3) p→ r ∈ D, [(1), (2), R2, MP]
(4) p � r. [(3), Definition 2.2]

(I2):
(1) d ∈ D and p ∈ A, [hip.]
(2) d→ (p→ d) ∈ D, [R1]
(3) p→ d ∈ D. [(1), (2), MP]
(4) p � d. [(3), Definition 2.2]

(I3):
(1) p→ (q → p) ∈ D, [R1]
(2) (p→ (q → p))→ (((q → p)→ r)→ (p→ r)) ∈ D, [R2]
(3) ((q → p)→ r)→ (p→ r) ∈ D. [(1), (2), MP]
(4) (q → p)→ r � p→ r. [(3), Definition 2.2]

(I4):
(1) p→ ((q → p)→ p) ∈ D, [R1]
(2) p→ (q ∨ p) ∈ D, [(1), Ab2]
(3) p � q ∨ p. [(2), Definition 2.2]

(I5):
(1) p � q ∨ p, [(I4)]
(2) q ∨ p � p ∨ q, [R3, Definition 2.2]
(3) p � p ∨ q. [(1), (2), (I1)]

(I6):
(1) (q → (q ∨ r))→ (((q ∨ r)→ s)→ (q → s)) ∈ D, [R2, Definition 2.2]
(2) q → (q ∨ r) ∈ D, [(I5), Definition 2.2]
(3) ((q ∨ r)→ s)→ (q → s) ∈ D, [(2), (1), Definition 2.2, R2, MP]
(4) (q ∨ r)→ s � q → s. [(3), Definition 2.2]

(I7):
We obtained it replacing s by p→ r in (I6).

(I8):
(1) (p→ (q → r))→ (((q → r)→ r)→ (p→ r)) ∈ D, [R2]
(2) p→ (q → r) � (q ∨ r)→ (p→ r). [(1), Ab2, Definition 2.2]
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(I9):
(1) p→ (q → r) � ((q ∨ r))→ (p→ r), [(I8)]
(2) (q ∨ r)→ (p→ r) � q → (p→ r), [(I7)]
(3) p→ (q → r) � q → (p→ r). [(1), (2), (I1)]

(I10):
We get this result substituting r for p in (I9).

(I11):
(1) (p→ (q → p))→ (q → (p→ p)) ∈ D, [Definition 2.2, (I10)]
(2) q → (p→ p) ∈ D. [(1), R1, MP]

(I12):
(1) (p→ (q → p))→ (p→ p) ∈ D, [(I11)]
(2) p→ p ∈ D. [(1), R1, MP]

(I13):
(1) ((p → q) → ((q → r) → (p → r))) → ((q → r) → ((p → q) → (p → r))) ∈ D,

(I9)]
(2) (p→ q)→ ((q → r)→ (p→ r)) ∈ D, [R2]
(3) (q → r)→ ((p→ q)→ (p→ r)) ∈ D. [(2), (1), MP]

(I14):
(1) q → r ∈ D, [hip.]
(2) (p→ q)→ (p→ r) ∈ D, [(1), (I13), MP]
(3) p→ q � p→ r. [(2), Definition 2.2]

�

Theorem 2.2. 〈A,�〉 is a quasiorder set.

Proof. The proof is followed by (I1) and (I12). �

Definition 2.3. Let 〈A,→, D〉 be a  Lukasiewicz I–prealgebra. Let p, q ∈ A. We will
say that p ≡ q if p � q and q � p.

Theorem 2.3. The relation ≡ has the following properties:
(i) p � q and q ≡ r imply p � r,

(ii) p � q and p ≡ s imply s � q,
(iii) p � q, p ≡ s and q ≡ r imply s � r.

Proof. The proof is followed by (I1). �

Theorem 2.4. The relation ≡ is compatible with the operation →.

(i) If p ≡ q then p→ r ≡ q → r:
(1) p→ q ∈ D, [hip.]
(2) (p→ q)→ ((q → r)→ (p→ r)) ∈ D, [R2]
(3) (q → r)→ (p→ r) ∈ D, [(1), (2), MP]
(4) q → r � p→ r, [(3), Definition 2.2]

In an analogous way, we can prove that:
(5) p→ r � q → r.

(ii) If p ≡ q then r → p ≡ r → q:
(1) p→ q ∈ D, [hip.]
(2) (p→ q)→ ((r → p)→ (r → q)) ∈ D, [(I13)]
(3) (r → p)→ (r → q) ∈ D, [(1), (2), MP]
(4) r → p � r → q, [(3), Definition 2.2]



 LUKASIEWICZ IMPLICATION PREALGEBRAS 119

Similarly, we show that:
(5) r → q � r → p.

Theorem 2.5. If t ∈ D then [t] = D, where [t] = {p ∈ A : p ≡ t}.

(i) D ⊆ [t]:
Indeed, let d be an element of D, then

(1) t ∈ D, [hip.]
(2) d ∈ D, [hip.]
(3) d→ t ∈ D, [(1), (I2)]
(4) t→ d ∈ D, [(2), (I2)]
(5) d � t, [(3), Definition 2.2]
(6) t � d, [(4), Definition 2.2]
(7) d ≡ t, [(5), (6), Definition 2.3]
(8) d ∈ [t], [(7)]
(9) D ⊆ [t], [(2), (8)]

(ii) [t] ⊆ D:
Indeed:

(1) p ∈ [t], [hip.]
(2) p ≡ t, [(1)]
(3) t→ p ≡ t→ t, [(2), Theorem 2.4 (ii)]
(4) t→ p ∈ D, [(3), (I12)]
(5) t ∈ D, [hip.]
(6) p ∈ D. [(5), (4), MP]
(7) [t] ⊆ D. [(1), (6)]

3.  Lukasiewicz I−prealgebras of the Lindenbaum-Tarski algebras

As a consequence of Theorem 2.4 we can explain the quotient set. If [p] → [q] =
[p→ q] and D = 1, then 〈A/ ≡,→,1〉 is an algebra of type (2, 0).

Definition 3.1. The algebra 〈A/ ≡,→,1〉 is called the Lindenbaum-Tarski algebra
of the  Lukasiewicz I−prealgebra 〈A,→, D〉.

With the intention of indicating important properties of the Lindenbaum-Tarski
algebra we previously noted a list of additional properties valid in every  Lukasiewicz
I−prealgebra:

Lemma 3.1. Let 〈A,→, D〉 be a  Lukasiewicz I−prealgebra. Then the following prop-
erties can be verified:

(I15) q ∨ q ≡ q
(I16) (q → r)→ (p→ r)) � (p ∨ r)→ (q ∨ r).
(I17) p→ q � (p ∨ r)→ (q ∨ r).
(I18) p→ r � (p ∨ q)→ (r ∨ q).
(I19) p→ q � (r ∨ p)→ (r ∨ q).
(I20) q → r � (r ∨ q)→ (r ∨ r).

Proof. (I15):
(1) q → ((q → q)→ q) ∈ D, [R1]
(2) q → (q ∨ q) ∈ D, [(1), Ab2]
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(3) (q → q)→ ((q → q) ∨ q) ∈ D, [(I5), Definition 2.3]
(4) (q → q)→ ((q → q)→ ((q → q) ∨ q)) ∈ D, [(2), (I2)]
(5) (q → q) ∨ q ∈ D, [(4), (I12), MP]
(6) ((q → q)→ q)→ q ∈ D, [(5), Ab2]
(7) (q ∨ q)→ q ∈ D, [(6), Ab2]
(8) q ∨ q ≡ q. [(2), (7), Definition 2.3]

(I16):
(1) ((q → r)→ (p→ r))→ (((p→ r)→ r)→ ((q → r)→ r)) ∈ D, [R2]
(2) ((q → r)→ (p→ r))→ ((p ∨ r)→ (q ∨ r)) ∈ D. [(1), Ab2]
(3) (q → r)→ (p→ r)) � (p ∨ r)→ (q ∨ r). [(2), Definition 2.2]

(I17):
(1) p→ q � (q → r)→ (p→ r), [R2, Definition 2.2]
(2) (p ∨ r)→ (q ∨ r) ∈ D, [R3]
(3) (q → r)→ (p→ r) � (p ∨ r)→ (q ∨ r), [(2), (I2), Definition 2.2]
(4) p→ q � (p ∨ r)→ (q ∨ r). [(1), (3), (I1)]

(I18):
Comes from (I3) replacing q by r and r by q.

(I19):
(1) p ∨ r ≡ r ∨ p, [R3, Definition 2.2, Definition 2.3]
(2) q ∨ r ≡ r ∨ q, [R3, Definition 2.2, Definition 2.3]
(3) p→ q � (q → r)→ (p→ r), [R2, Definition 2.2]
(4) (q → r)→ (p→ r) � ((p ∨ r)→ r)→ ((q → r)→ r), [R2, Definition 2.2]
(5) p→ q � (p ∨ r)→ (q ∨ r), [(3), (4), (I1), Ab2]
(6) (p ∨ r)→ (q ∨ r) ≡ (r ∨ p)→ (q ∨ r) [(1), Theorem 2.4]

≡ (r ∨ p)→ (r ∨ q), [(2), Theorem 2.4]
(7) p→ q � (r ∨ p)→ (r ∨ q). [(5), (6), Theorem 2.3]

(I20):
Results from (I19) substituting p for q and q for r. �

Now we can analyze the order given by the algebra A/ ≡. For that we give some
results.

Definition 3.2. Let p, q ∈ A; [p] ≤ [q] if and only if p � q.

The pair 〈A/ ≡,≤〉 is an ordered set which has the properties mentioned in Theo-
rem 3.2.

Theorem 3.2. 〈A/ ≡,≤〉 is an ordered set with a last element 1. Besides, it is a
join-lattice where the greatest of the elements [p] and [q] is [p] ∨ [q] = [p ∨ q].

Proof. (i) ≤ is an order: It is a consequence of Theorem 2.2 and the Definition 2.3.
(ii) [p] ≤ 1, for every p ∈ A: Let p ∈ A, then:

(1) It exists t ∈ D, [Definition 2.1 ]
(2) p→ t ∈ D, [(I2), Definition 2.2]
(3) p→ (p→ t) ∈ D, [(2), (I2), Definition 2.2]
(4) [p→ t] = 1 [(2), Theorem 2.5]
(5) [p] ≤ 1. [(3), (4), Definition 2.2, Definition 3.2]

(iii) [p ∨ q] is the supremum of [p] and [q]: Indeed, we can verify:
(s1) p � p ∨ q, [(I5)]
(s2) q � p ∨ q, [(I6)]
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(s3) p � r and q � r imply p ∨ q � r:
(1) p � r, [hip.]
(2) q � r, [hip.]
(3) p ∨ q � r ∨ q, [(1), (I18), Definition 2.2, MP]
(4) r ∨ q � r ∨ r, [(2), (I20), Definition 2.2, MP]
(5) r ∨ r ≡ r, [(I1)]
(6) p ∨ q � r. [(3), (4), (5), (I1), Definition 2.2, Theorem 2.3]

�

On the other hand, we verify:

Theorem 3.3. The Lindenbaum-Tarski algebra of the  Lukasiewicz I−prealgebra
〈A,→, D〉 satisfy the properties:

(W1) 1→ x = x,
(W2) x→ (y → x) = 1,
(W3) (x→ y)→ ((y → z)→ (x→ z)) = 1,
(W4) (x→ y)→ y = (y → x)→ x,
(W5) ((x→ y)→ (y → x))→ (y → x) = 1.

This is, the  Lukasiewicz I−prealgebras of the Lindenbaum-Tarski algebras are the
algebras that satisfy the identities W1, . . ., W5.

From the third of Example 2.1 and the Theorem 3.3 we get a proof that the
Lindenbaum-Tarski algebra of the ω−I L is a  Lukasiewicz residuation algebra [1].

4.  Lukasiewicz In+1−prealgebras

In this section, we will analize a particular class of  Lukasiewicz I–prealgebras.

Definition 4.1. A  Lukasiewicz I−prealgebra 〈A,→, D〉 is a  Lukasiewicz In+1− pre-
algebra if for every p, q ∈ A the following property is verified:

(R5) (p→n q) ∨ p ∈ D.

Onwards, to sum up, we write
(Ab3) p 7→ q = p→n q,

The operation 7→, which we will call weak implication, defined in (Ab3), has the
following properties.

Theorem 4.1. In very  Lukasiewicz In+1−prealgebra 〈A,→, D〉 we verify:
(DR1) p 7→ (q 7→ p) ∈ D,
(DR2) (p 7→ (q 7→ r)) 7→ ((p 7→ q) 7→ (p 7→ r)) ∈ D,
(DR3) ((p 7→ q) 7→ p) 7→ p ∈ D.

The proof of the Theorem 4.1 is a consequence of the following properties:

Lemma 4.2. For every  Lukasiewicz In+1−prealgebra 〈A,→, D〉 the following prop-
erties are verified:
(a) p→ (q → r) ≡ q → (p→ r)
(b) p→ (q 7→ p) ∈ D.
(c) p 7→ (q 7→ p) ∈ D.
(d) (p 7→ q)→ p ≡ p.
(e) (p 7→ q) 7→ p ≡ p.
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(f) ((p 7→ q) 7→ p) 7→ p ∈ D.
(g) p→ (p 7→ q) ≡ p 7→ q.
(h) p 7→ (p 7→ q) ≡ p 7→ q.
(i) p 7→ (q → r) ≡ q → (p 7→ r).
(j) p 7→ (q 7→ r) ≡ q 7→ (p 7→ r).
(k) p→ q � p 7→ q.
(l) p 7→ (q → r) � (p 7→ q)→ (p 7→ r).

(ll) p 7→ (q → r) � (p 7→ q) 7→ (p 7→ r).
(m) p 7→ (q 7→ r) � (p 7→ q) 7→ (p 7→ r).

Proof. (a) The proof is adjacent to (I9) and the Definition 2.3.
(b)
(1) p→ (q → p) ∈ D, [R1]
(2) q → (p→ (q → p)) ∈ D, [(1), (I2)]
(3) p→ (q → (q → p)) ∈ D, [(2), (I9), MP]
(4) p→ (q →2 p) ∈ D. [(3), Ab1]

If n = 2, the proof is done. On the contrary:
(5) q → (p→ (q →2 p)) ∈ D, [(4), (I2)]
(6) p→ (q → (q →2 p)) ∈ D, [(5), (I9), MP]
(7) p→ (q →3 p) ∈ D. [(6), Ab1]

Repeating the process, we obtain:
p→ (q 7→ p) ∈ D.

(c) It is a consequence of (b) and of Ab3.
(d)
(1) ((p 7→ q)→ p)→ p ∈ D, [R5, Ab3, Ab2]
(2) p→ ((p 7→ q)→ p) ∈ D, [R1]
(3) (p 7→ q)→ p ≡ p. [(1), (2), Definition 2.2]

(e)
(1) (p 7→ q)→ p ≡ p, [(d)]
(2) (p 7→ q)→ ((p 7→ q)→ p) ≡ (p 7→ q)→ p, [(1), Theorem 2.4]

≡ p [(1)]
(3) (p 7→ q)→2 p ≡ p. [(2), Ab3]

If n = 2 the proof is finished, if n ≥ 3 repeating the process we get to:
(j) (p 7→ q)→n p ≡ p,

(j+1) (p 7→ q) 7→ p ≡ p. [(j), Ab3]
(f)
(1) (p 7→ q) 7→ p ≡ p, [(e)]
(2) ((p 7→ q) 7→ p)→ p ≡ p→ p, [(1), Theorem 2.4]
(3) ((p 7→ q) 7→ p)→ p ∈ D, [(2), (I12), Definition 2.2]
(4) ((p 7→ q) 7→ p)→ (((p 7→ q) 7→ p)→ p) ∈ D, [(3), (I2)]
(5) ((p 7→ q) 7→ p)→2 p ∈ D. [(4), Ab3]

If n = 2 the proof is finished. If not, repeating the process we get to:
(l) ((p 7→ q) 7→ p)→n p ∈ D,

(l+1) ((p 7→ q) 7→ p) 7→ p ∈ D. [(l), Ab3]
(g)
(1) ((p 7→ q)→ p)→ p ∈ D, [R5, Ab2]
(2) (p→ (p 7→ q))→ (p 7→ q) ∈ D, [(1), R3, MP]
(3) p→ (p 7→ q) � p 7→ q, [(2), Definition 2.2]
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(4) p 7→ q � p→ (p 7→ q), [R1, Definition 2.2]
(5) p→ (p 7→ q) ≡ p 7→ q. [(3), (4), Definition 2.3]

(h)
(1) p→ (p 7→ q) ≡ p 7→ q, [(g)]
(2) p→ (p→ (p 7→ q)) ≡ p→ (p 7→ q) [(1), Theorem 2.4]

≡ p 7→ q, [(g)]
(3) p→2 (p 7→ q) ≡ p 7→ q. [(2), Ab1]

If n = 2 the proof is finished. If not, repeating the process, we get to:
(j) p→n (p 7→ q) ≡ p 7→ q,

(j+1) p 7→ (p 7→ q) ≡ p 7→ q. [(j), Ab1]
(i)
(1) p→ (q → r) ≡ q → (p→ r), [(a)]
(2) p→ (p→ (q → r)) ≡ p→ (q → (p→ r)) [(1), Theorem 2.4]

≡ q → (p→ (p→ r)), [(a)]
(3) p→2 (q → r) ≡ q → (p→2 r). [(2), Ab1]

If n = 2, from (3) and Ab3 we obtain
(4) p 7→ (q → r) ≡ q → (p 7→ r).

If n > 2, repeating the process we obtain:
(l) p→n (q → r) ≡ q → (p→n r),

(l+1) p 7→ (q → r) ≡ q → (p 7→ r). [(k), Ab3]
(j)
(1) q → (p 7→ r) ≡ p 7→ (q → r), [(j)]
(2) q → (q → (p 7→ r)) ≡ q → (p 7→ (q → r)) [(1), Theorem 2.4]

≡ p 7→ (q → (q 7→ r)), [(j)]
(3) q → (q 7→ r) ≡ q 7→ r, [(g)]
(4) q →2 (p 7→ r) ≡ p 7→ (q 7→ r). [(2), (3), Theorem 2.4, Ab1]

If n = 2, we obtain:
(5) q 7→ (p 7→ r) ≡ p 7→ (q 7→ r). [(4), Ab3]

If n > 2, repeating the process we obtain:
(l) q →n (p 7→ r) ≡ p 7→ (q 7→ r),

(l+1) q 7→ (p 7→ r) ≡ p 7→ (q 7→ r). [(l), Ab3]
(k)
(1) p→ q � p→ (p→ q), [R1, Definition 2.2]
(2) p→ q � p→2 q. [(l), Ab1]

If n = 2, the proof is over. On the contrary, repeating the process we get:
(i) p→ q � p→n q,

(i+1) p→ q � p 7→ q. [(i), Ab3]
(l)
(1) q � (q → r)→ r, [(I5), Ab2]
(2) p 7→ q � p 7→ ((q → r)→ r), [(1), (I14), Ab3]
(3) p 7→ q � (q → r)→ (p 7→ r), [(2), (i)]
(4) (p 7→ q)→ ((q → r)→ (p 7→ r)) ∈ D, [(3), Definition 2.2]
(5) (q → r)→ ((p 7→ q)→ (p 7→ r)) ∈ D, [(4), (I9), Definition 2.2]
(6) q → r � (p 7→ q)→ (p 7→ r), [(5), Definition 2.2]
(7) p 7→ (q → r) � p 7→ ((p 7→ q)→ (p 7→ r)), [(6), (I14), Ab3]
(8) p 7→ (q → r) � (p 7→ q)→ (p→ (p 7→ r)), [(7), (i)]
(9) p 7→ (q → r) � (p 7→ q)→ (p 7→ r), [(8), (g)]
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(ll)
(1) p 7→ (q → r) � (p 7→ q)→ (p 7→ r), [(i)]
(2) p→ (p 7→ (q → r)) � p→ ((p 7→ q)→ (p 7→ r)), [(1), (I14)]
(3) p 7→ (q → r) � (p 7→ q)→ (p→ (p 7→ r)), [(2), (I9), (g)]
(4) p 7→ (q → r) � (p 7→ q)→ (p 7→ r)). [(3), (g)]

(m)
(1) p 7→ (q 7→ r) = p 7→ (q → (q →n−1 r)). [Ab1, Ab3]

For n = 2, we verify:
(2) p 7→ (q 7→ r) � (p 7→ q)→ (p 7→ (q →n−1 r)), [(1), (ll)]
(3) p 7→ (q →n−1 r) = p 7→ (q → r) [n = 2]

� (p 7→ q)→ (p 7→ r), [(g)]
(4) (p 7→ q)→ (p 7→ (q →n−1 r)) � (p 7→ q)→ ((p 7→ q)→ (p 7→ r)), [(3), Theorem

2.4 (ii)]
(5) (p 7→ q)→ (p 7→ (q →n−1 r)) � (p 7→ q) 7→ (p 7→ r), [(4), n = 2, Ab1, Ab3, (g)]
(6) p 7→ (q 7→ r) � (p 7→ q) 7→ (p 7→ r). [(2), (5), (I1)]

For n = 3, we have:
(7) p 7→ (q → (q →n−1 r)) � (p 7→ q)→ (p 7→ (q →n−1 r)), [(j)]
(8) p 7→ (q →n−1 r) = p 7→ (q → (q →n−2 r)) [Ab1]

� (p 7→ q)→ (p 7→ (q →n−2 r)), [(j)]
(9) p 7→ (q →n−2 r) = p 7→ (q → r), [n = 3]

(10) p 7→ (q →n−2 r) � (p 7→ q)→ (p 7→ r), [(4), (j)]
(11) (p 7→ q)→ (p 7→ (q →n−2 r)) � (p 7→ q)→ ((p 7→ q)→ (p 7→ r)), [(5), Theorem

2.4(ii)]
(12) p 7→ (q →n−1 r) � (p 7→ q)→2 (p 7→ r), [(4), (11), (I1), Ab1]
(13) (p 7→ q)→ (p 7→ (q →n−1 r)) � (p 7→ q)→3 (p 7→ r), [(12), Theorem 2.4(ii),

Ab1]
(14) p 7→ (q 7→ r) � (p 7→ q) 7→ (p 7→ r). [(1), (7), (13), (I1), Ab3, n = 3]
For n ≥ 4 we proceed in an analogous way. �

An interesting result to remark is the following.

Lemma 4.3. If A = 〈A,→, D〉 is a prealgebra which verifies R1 to R5, then the
following conditions are equivalent:
(i) A verifies the modus ponens rule,

(ii) A verifies the weak modus ponens rule (MPD)
p ∈ D, p 7→ q ∈ D

q
,

(MP) ⇒ (MPD):
(1) p ∈ D, [hip.]
(2) p 7→ q ∈ D, [hip.]
(3) p→ (p→n−1 q) ∈ D, [(2), Ab1]
(4) p→n−1 q ∈ D, [(3), (1), (MP)]

if n = 2 the proof is done. On the contrary, repeating the process, we get
to:

(j) p→ q ∈ D,
(j+1) q ∈ D. [(1), (j), (MP)]
(MPD) ⇒ (MP):

(1) p ∈ D, [hip.]
(2) p→ q ∈ D, [hip.]



 LUKASIEWICZ IMPLICATION PREALGEBRAS 125

(3) p 7→ q ∈ D, [(2), (I1)]
(4) q ∈ D. [(1), (3), (MPD)]

5. Lindenbaum-Tarski algebras of the  Lukasiewicz In+1−prealgebras

Theorem 5.1. If A = 〈A,→, D〉 is a  Lukasiewicz In+1−prealgebra, then the algebra
of Lindenbaum-Tarski 〈A/ ≡,→,1〉 of A is a  Lukasiewicz residuation algebra that
verifies the additional identity:
(I6) (x→n y) ∨ x = 1.

Proof. It is consequence of Theorem 3.3, (R5) and Theorem 2.5. �

That is to say, the Lindenbaum-Tarski algebra of the  Lukasiewicz In+1−prealgebras
are (n + 1)−valued  Lukasiewicz residuation algebras.
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Abstract. In this work, we are going to present the concept of generalized ring-groupoid.
Also, we are going to investigate some characterizations about the generalized ring-groupoids.

We are going to introduce the concept of generalized subring-groupoid. So we construct the

category of generalized ring-groupoids. Furthermore, we are going to discuss a new class of
the generalized ring-groupoids, which we will say it ”M -ring-groupoid”. In the end of the

paper, we are going to give the product of generalized ring-groupoids.
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1. Introduction

The concept of generalized ring was first defined by Molaei [13] in 2003. Later,
some algebraic properties of the generalized ring which is a new concept in literature
have been studied in [7]. There is the concept of generalized group in the structure
of generalized ring. The concept was again defined by Molaei [12] is an interesting
generalization of groups. While there is only one identity element in a group, each
element in a generalized group has a unique identity element. With this property,
every group is a generalized group.

Another algebraic notion covered in the present study is groupoid which was defined
by Brandt [1] in 1926. But, in the category theoretical approach, a groupoid is a small
category whose every morphism is an isomorphism. After introducing of topological
and differentiable groupoids by Ehresmann [4] in 1950s, it has been studied by many
mathematicians with different approaches [3, 9]. One of these different approaches
is structured groupoid which is obtained with adding another algebraic structure
such that the composition of groupoid is compatible with the operation of the added
algebraic structure [2, 5, 10, 14]. The best knowns of the structured groupoids are
the concepts of group-groupoid and ring-groupoid. The group-groupoid which is a
group object in the category of groupoids was defined by Brown and Spencer [2]. The
concept of ring-groupoid defined by [15] has been studied by many mathematicians
[10, 11].

In this study, we extend the concept of ring-groupoid to the concept of generalized
ring-groupoid by adding the structure of generalized ring to a groupoid such that the
composition of the groupoid and the operations of the generalized ring are compatible.
In other words, a generalized ring-groupoid is a generalized ring object in the category
of groupoids. Thus, we construct the category of the generalized ring-groupoids. Also,

Received April 12, 2016.
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we present two concept related to the generalized ring-groupoids: generalized subring-
groupoid and M -ring-groupoid.

2. Preliminaries

This section of the paper is devoted to give basic definitions and concepts related
to the generalized rings and groupoids. We will consider these concepts under two
headings: generalized rings and groupoids.

2.1. Generalized Rings. In this subsection, it is given some basic recalls of the
concept of generalized ring which was first defined by Molaei. Let us start with the
definition of a generalized group that the existing in the structure of a generalized
ring.

Definition 2.1. [12] A generalized group G is a non-empty set admitting an operation
called multiplication subject to the set of rules given below:
i) (ab)c = a(bc), for all a, b, c ∈ G
ii) For each a ∈ G, there exists a unique e(a) ∈ G such that ae(a) = e(a)a = a
iii) For each a ∈ G, there exists a−1 ∈ G such that aa−1 = a−1a = e(a).

Let us list some properties of generalized groups via following lemma.

Lemma 2.1. [12] Let G be a generalized group. Then,
i) For each a ∈ G, there is a unique element a−1 ∈ G.
ii) For each a ∈ G, we have e(a) = e(a−1) and e(e(a)) = e(a).
iii) For each a ∈ G, we have (a−1)−1 = a.

It is easily from Definition 2.1 that every group is a generalized group. But it is
not true in general that every generalized group is a group.

Let us state the relation between group and generalized group by the following
lemma.

Lemma 2.2. [12] Let G be a generalized group and ab = ba for all a, b ∈ G. Then,
G is a group.

In other words, every abelian generalized group is a group.

Example 2.1. [12] Let G = IR × (IR \ {0}). Then G with the multiplication
(a, b) · (c, d) = (bc, bd) is a generalized group in which for all (a, b) ∈ G, e(a, b) =
(a/b, 1) and (a, b)−1 = (a/b2, 1/b).

Example 2.2. [5] Let G with the multiplication m be a generalized group. Then,
G×G with the multiplication

m1((a, b), (c, d)) = (m(a, c),m(b, d))

is a generalized group. For any element (a, b) ∈ G × G, the identity element is
e1(a, b) = (e(a), e(b)) and the inverse element is (a, b)−1 = (a−1, b−1).

Definition 2.2. [12] If e(ab) = e(a)e(b) for all a, b ∈ G, then G is called normal
generalized group.

Definition 2.3. [12] A non-empty subset H of a generalized group G is a generalized
subgroup of G if and only if for all a, b ∈ H, ab−1 ∈ H.
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Definition 2.4. [12] A generalized subgroup N of the generalized group G is said to
be normal if there exist a generalized group H and a homomorphism f : G→ H such
that for each a ∈ G, Na = kerfa provided that Na 6= ∅, where Na = N ∩Ga.

Example 2.3. [12] Let G be a generalized group of Example 2.1. Then N = {(a, b) :
a = b or a = 3b} is a generalized normal subgroup of G.

Definition 2.5. [12] Let G and H be two generalized groups. A generalized group
homomorphism from G to H is a map f : G→ H such that f(ab) = f(a)f(b) for all
a, b ∈ G.

Theorem 2.3. [12] Let f : G → H be a homomorphism of the distinct generalized
groups G and H. Then,
i) f(e(a)) = e(f(a)) is an identity element in H for all a ∈ G.
ii) f(a−1) = (f(a))−1

iii) If K is a generalized subgroup of G, then f(K) is a generalized subgroup of H.

Now we can give definition of a generalized ring.

Definition 2.6. [13] A generalized ring R is a non-empty set R with two different
operations (x, y) 7→ x+ y and (x, y) 7→ xy with the following axioms:
i) (x+ y) + z = x+ (y + z), where x, y, z ∈ R
ii) For all x ∈ R, there exists a unique e(x) ∈ R such that x+ e(x) = e(x) + x = x
iii) For all x ∈ R, there exists −x ∈ R such that x+ (−x) = (−x) + x = e(x).
iv) (xy)z = x(yz), where x, y, z ∈ R
v) For all x, y, z ∈ R, x(y + z) = xy + xz and (x+ y)z = xz + yz.

The properties (i), (ii) and (iii) mean that (R,+) is a generalized group.

Remark 2.1. Using (iii) and the associavity of +, one easily verifies e(x)+e(x) = e(x)
for every x ∈ R. Hence e(e(x)) = e(x) follows by definitions and so e2 = e for the
corresponding function e : R→ R.

A generalized ring with its operations is a ring iff e is a constant function.

Example 2.4. [7] The two dimensional Euclidean space IR2 with the operations
(a1, b1) + (a2, b2) = (a1, b2) and (a1, b1)(a2, b2) = (a1a2, b1b2) is a generalized ring.

A generalized ring R is called an M -ring if e(xy) = e(x)e(y) and e(x + y) =
e(x) + e(y), for all x, y ∈ R.
R is an M -ring if e(x + y) = e(x) + e(y), for all x, y ∈ R. In other words, the

identity function e is a generalized ring homomorphism if e(x+ y) = e(x) + e(y), for
all x, y ∈ R.

If there is 1 ∈ R such that x.1 = 1.x = x, for all x ∈ R, then R is called a
generalized ring with an identity.

One can easily prove that the identity of a generalized ring is unique.

Theorem 2.4. [7] If R is a generalized ring, then e(ab) = e(a)e(b), for all a, b ∈ R.

Proof. Let a, b ∈ R be given ab+ae(b) = a(b+e(b)) = ab, ae(b)+ab = a(e(b)+b) = ab.
So e(ab) = ae(b), e(a)e(b) + ae(b) = (e(a) + a)e(b) = ae(b), ae(b) + e(a)e(b) =
(a + e(a))e(b) = ae(b). So e(ae(b)) = e(a)e(b). Hence e(e(ab)) = e(a)e(b). Thus
e(ab) = e(a)e(b), because e2 = e. �
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Corollary 2.5. If R is a generalized ring, then e(a)e(b) = ae(b) = e(a)b = e(ab), for
all a, b ∈ R.

Previous theorem implies that a generalized ring R is an M -ring if and only if
(R,+) is a normal generalized group.

Theorem 2.6. [7] If R is a generalized ring, and if there is x ∈ R such that Rx =
{e(y) | y ∈ R}, then R is an M -ring.

Proof. If a, b ∈ R, then there are ax ∈ R and bx ∈ R such that e(a) = axx and
e(b) = bxx. So e(a) + e(b) = (ax + bx)x. Thus e(a) + e(b) = e(z) for some z ∈ R.
Hence e(e(a)+e(b)) = e(e(z)) = e(z) = e(a)+e(b). In Remark 2.3 of [6] it was proved
that e(e(a) + e(b)) = e(a+ b). So e(a+ b) = e(a) + e(b). Thus R is an M -ring. �

A subset I of an M -ring R is called a g-ideal (see [13]) if there exist a generalized
ring D and a generalized ring homomorphism f : R → D such that kerf = I, where
kerf = {r ∈ R | f(r) = f(e(a)) for some a ∈ R}. The set R/I = {x + kerfr | x ∈
Rr and fr = f |Rr

} with the operations (x+ kerfr) + (y+ kerfk) = (x+ y) + kerfr+k

and (x+ kerfr)(y + kerfk) = (xy) + kerfrk is an M -ring (for the proof see Theorem
2.3 of [13]).

Definition 2.7. [7] If R and K are generalized rings, then a mapping f : R→ K is
called an embedding if f is a monomorphism.

2.2. Groupoids. In this section, we introduce the elementary concepts of the groupoid
theory. Then, it is given some recalls about the concept of ring-groupoid which is a
ring object in the category of groupoids.

Definition 2.8. [3, 9] A groupoid consists of two sets G and G0, called respectively
the groupoid and the base, together with two maps α and β from G to G0, called

respectively the source and the target maps, a map ε : G0 → G, x 7→ ε(x) =
∼
x = 1x,

called the object inclusion map, a map i : G → G, x 7→ i(x) = x−1, called the
inversion, and a partial multiplication (x, y) 7→ m(x, y) = xy in G defined on the set
G2 = G ∗G = {(x, y) | β(x) = α(y)}. These maps verify the following conditions:

G1) (associativity): x(yz) = (xy)z for all x, y, z ∈ G such that α(x) = β(y) and
α(y) = β(x).
G2) (units): For each x ∈ G, we have (ε (α (x)) , x) ∈ G2, (x, ε (β (x))) ∈ G2and
ε (α (x))x = xε (β (x)) = x.
G3) (inverses): For each x ∈ G, we have (x, i(x)) ∈ G2, (i(x), x) ∈ G2and xi(x) =
ε (α (x)), i(x)x = ε (β (x)).

The maps α, β,m, ε, i are called structure maps of groupoid. For a groupoid G on
G0 and x, y ∈ G0, we will write StGx for α−1(x), CoStGy for β−1(y) and G(x, y)
for StGx ∩ CoStGy. The set StGx is the star of G at x and CoStGy is the co-star
of G at y. The set G(x, x), obviously a group under the restriction of the partial
multiplication in G, is called the vertex group at x.

The following examples of groupoids are well-known.

Example 2.5. [3, 9] A group can be regarded as a groupoid with only one object.

Example 2.6. [3, 9] Any set G can be regarded as a groupoid on itself with α = β =
idG and every element a unity.
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Example 2.7. [3] For a set X, the cartesian product X ×X is a groupoid over X,
called the Banal groupoid. The maps α and β are the natural projections onto the
second and first factors, respectively. The object inclusion map is x 7→ (x, x) and the
partial multiplication is given by (x, y)(y, z) = (x, z). The inverse of (x, y) is simply
(y, x).

Definition 2.9. [3, 9] Let G and G
′

be groupoids on B and B
′
, respectively. A

homomorphism G → G
′

is a pair of (f, f0) of maps f : G → G
′
, f0 : B → B

′
such

that α
′ ◦ f = f0 ◦ α, β

′ ◦ f = f0 ◦ β and f(ab) = f(a)f(b) ∀(a, b) ∈ G2.

We denote the groupoid homomorphism (f, f0) by f for brevity.
Thus, we can construct the category Gpd of the groupoids and their homomor-

phisms.
Now let us recall the concept of ring-groupoid which is a ring object in the category

of groupoids.

Definition 2.10. [15] A ring-groupoid R is a groupoid endowed with a structure of
ring such that following ring structure maps are groupoid homomorphisms.

i) m : R×R→ R, (a, b) 7→ a+ b, group operation
ii) n : R×R→ R, (a, b) 7→ ab, ring operation
iii) u : R→ R, a 7→ −a, inverse in group
iv) e : ∗ → R.
Also, there exist following interchange laws in a ring-groupoid R.

(1) (c ◦ a) + (d ◦ b) = (c+ d) ◦ (a+ b),
(2) (c ◦ a)(d ◦ b) = (cd) ◦ (ab).

A ring groupoid homomorphism is a groupoid homomorphism preserving ring struc-
ture.

Example 2.8. Given a ring R, we can construct a ring-groupoid R×R over R. In this
ring-groupoid we define the ring operation by (a, b)(c, d) = (ac, bd) for all a, b, c, d ∈ R
(for more details, see [15]).

Definition 2.11. [15] Let R and S be two ring-groupoids. A homomorphism f :
R→ S of ring-groupoids is a homomorphism of underlying groupoids preserving ring
structure.

Thus, the ring-groupoids and their homomorphisms form a category which is de-
noted by RGd.

3. Generalized Ring-Groupoids

In this section we present the concept of generalized ring-groupoid which is a
generalized ring object in the category of groupoids. In addition, we construct the
category of generalized ring-groupoids. From [8] with this aim, let us recall the
concept of generalized group-groupoid which is lie in the structure of a generalized
ring-groupoid.

Definition 3.1. A generalized group-groupoid is a groupoid (G,G0) such that the
following conditions are hold:
i) (G,w, v, σ) and (G0, w0, v0, σ0) are generalized groups.
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ii) The maps (w,w0) : (G × G,G0 × G0) → (G,G0), v : {λ} → G and (σ, σ0) :
(G,G0)→ (G,G0) are groupoid homomorphisms.

Also, there exists an interchange law between the groupoid composition and the
generalized group operation:

w (m (b, a) ,m (d, c)) = m (w (b, d) , w (a, c)) .

We shall denote a generalized group-groupoid by (G,G0, ◦,+).

We use the following equality for interchange law:

(b ◦ a) + (d ◦ c) = (b+ d) ◦ (a+ c) .

In other words, a generalized group-groupoid is a groupoid endowed with a struc-
ture of generalized group such that the structure maps of groupoid are generalized
group homomorphisms.

Example 3.1. [8] Let G be a generalized group. Then we constitute a generalized
group-groupoid G×G with object set G. For each object (x, y) ∈ G×G, the identity
arrow is (e(x), e(y)), and the inverse is (−x,−y).

A generalized group homomorphism f : G → H between the generalized group-
groupoids G and H is a groupoid homomorphism preserving the structure of gener-
alized group [8].

Therefore, the generalized group-groupoids and their homomorphisms form a cat-
egory denoted by GG−Gd.

Now let us give definition of a generalized ring-groupoid.

Definition 3.2. A generalized ring-groupoid R is a groupoid R endowed with a struc-
ture of generalized ring such that the following maps are groupoid homomorphisms:
1) m : R×R→ R, (a, b) 7→ a+ b, generalized group operation,
2) u : R→ R, a 7→ −a,
3) e : ∗ → R, where ∗ is a singleton,
4) n : R×R→ R, (a, b) 7→ ab, generalized ring operation.

Also, there exist two interchange laws between the groupoid composition and the
operations of the generalized ring:

(c ◦ a) + (d ◦ b) = (c+ d) ◦ (a+ b)

(c ◦ a) · (d ◦ b) = (c · d) ◦ (a · b).
We shall denote a generalized ring-groupoid by (R,R0, ◦,+, ·).

In a generalized ring-groupoid, if e is the identity of R0, then 1e is that of R.
We can rewrite the definition of a generalized ring-groupoid in terms of the gener-

alized group-groupoid as follows:

Definition 3.3. A generalized ring-groupoid R is a generalized group-groupoid R
endowed with a structure of generalized ring such that the map n : R × R → R,
defined by (a, b) 7→ ab, is a homomorphism of groupoids. Also, in a generalized
ring-groupoid, we have the following interchange law:

(c ◦ a)(d ◦ b) = (cd) ◦ (ab).

Proposition 3.1. Let R be a generalized ring-groupoid. Then, the maps of source,
target and object are generalized ring homomorphisms.
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Proof. Since R = ((R,R0, ◦,+) is a generalized group-groupoid, the maps of source,
target and object are generalized group homomorphisms. Let a, b ∈ R and x, y ∈
R0. Since n is a groupoid homomorphism, the equalities αn(a, b) = f0(α × α)(a, b),
βn(a, b) = f0(β×β)(a, b) and εf0(x, y) = n(ε×ε)(x, y) imply to be α(a, b) = α(a)α(b),
β(a, b) = β(a)β(b) and ε(x, y) = ε(x)ε(y), respectively.

Thus, the maps of source, target and object are generalized ring homomorphisms.
�

Example 3.2. Let R be a generalized ring. Then R×R is a generalized ring-groupoid
with the object set R. We know from [8] that R×R with the operation (x, y)+(z, t) =
(x+z, y+t) is a generalized group-groupoid over R. So it is enough to show that R×R
is a generalized ring, and then the generalized ring map n : (R×R)×(R×R)→ R×R
is a groupoid homomorphism. We also must verify the second interchange law.

If we show that the conditions (iv) and (v) in Definition 3.2 are hold, we conclude
that R×R is a generalized ring. Now let us control these conditions.

We define the generalized ring operation of R×R as follows:

(x, y)(z, t) = (xz, yt).

iv) We have

((x, y)(z, t))(p, s) = (xz, yt)(p, s)

= ((xz)p, (yt)s)

= (x(zp), y(ts))

= (x, y)(zp, ts)

= (x, y)((z, t)(p, s)).

So, fourth condition is hold.
v)

(x, y)[(z, t) + (p, s)] = (x, y)(z + p, t+ s)

= (x(z + p), y(t+ s))

= (xz + xp, yt+ ys)

= (xz, yt) + (xp, ys)

= (x, y)(z, t) + (x, y)(p, s))

and

[(x, y) + (z, t)](p, s) = (x+ z, y + t)(p, s)

= ((x+ z)p), (y + t)s)

= (xp+ zp, ys+ ts)

= (xp, ys) + (zp, ts)

= (x, y)(p, s) + (z, t)(p, s)).

Hence, the condition (v) also is hold. Therefore, R×R is a generalized ring.
Now let us show that the second interchange law is satisfied.

[(z, y) ◦ (y, x)][(z
′
, y

′
) ◦ (y

′
, x

′
)] = (z, x)(z

′
, x

′
)

= (zz
′
, xx

′
)
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and

[(z, y)(z
′
, y

′
)] ◦ [(y, x)(y

′
, x

′
)] = (zz

′
, yy

′
) ◦ (yy

′
, xx

′
)

= (zz
′
, xx

′
).

Hence, we have the equality

[(z, y) ◦ (y, x)][(z
′
, y

′
) ◦ (y

′
, x

′
)] = [(z, y)(z

′
, y

′
)] ◦ [(y, x)(y

′
, x

′
)].

Consequently, R×R is a generalized ring-groupoid.

Definition 3.4. Let R and S be two generalized ring-groupoids. A generalized ring-
groupoid homomorphism f : R → S is a groupoid homomorphism satisfying the
generalized ring structure.

Therefore, the generalized ring-groupoids and their homomorphisms form a cate-
gory denoted by GR−Gd.

Proposition 3.2. There is a functor from the category GR of the generalized rings
to the category GR−Gd of the generalized ring-groupoids.

Proof. Let R be a generalized ring. Then, from Example 3.2, the cartesian product
R × R is a generalized ring-groupoid. If f : R → S is a homomorphism of the
generalized rings, then

Γ(f) : R×R −→ S × S
(a, b) 7−→ (f(a), f(b))

is a homomorphism of the generalized ring-groupoids. Thus, Γ is a functor from the
category GR to the category GR−Gd. �

Now let us define the concept of generalized subring-groupoid.

Definition 3.5. Let R be a generalized ring-groupoid and be S ⊂ R. S is called
a generalized subring-groupoid if (S, S0, ◦,+, .) has a structure of generalized ring-
groupoid.

Furthermore, S is wide, if S0 = R0, and S is full, if S(x, y) = R(x, y) for all
x, y ∈ S0.

Proposition 3.3. Let R be a generalized ring-groupoid. Then, the set of identities
ε(R0) is a wide generalized subring-groupoid.

Proof. Denote by A the set of identities ε(R0) for brevity. If 1x, 1y ∈ A, then 1x+1y ∈
A. Hence (A,A0) is a wide subgroupoid of R. It remains to prove that A is closed
under the generalized ring operation.

Since the object map ε preserves the generalized ring structure, we have

1x1y = (1x ◦ 1x)(1y ◦ 1y) = (1x1y) ◦ (1x1y) = 1xy ◦ 1xy = 1xy.

This implies that 1x1y ∈ A.
On the other hand, for 1z ∈ A

1x(1y + 1z) = 1x1y+z = 1x(y+z) = 1xy+xz = 1xy + 1xz = 1x1y + 1x1z.

Therefore, A = ε(R0) is a wide generalized subring-groupoid. �

We define a special class of the generalized ring-groupoids.
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Definition 3.6. A generalized ring-groupoid R is called an M -ring-groupoid if R has
a structure of M -ring.

It is obvious that the category of M -ring-groupoids is a subcategory of the category
of generalized ring-groupoids. Also, every M -ring-groupoid is a generalized ring-
groupoid.

Since the set of arrows and the set of objects in an M -ring-groupoid are M -rings,
then we can define the concept of a g-ideal ring-groupoid as follows:

Definition 3.7. A generalized subgroup-groupoid S of an M -ring-groupoid R is a
left g-ideal ring-groupoid if

l : R× S → S

(r, s) 7→ rs,∀r ∈ R,∀s ∈ S

is a groupoid homomorphism. Similarly, S is a right g-ideal ring-groupoid if

k : S ×R→ S

(s, r) 7→ sr, ∀r ∈ R,∀s ∈ S

is a groupoid homomorphism. Furthermore, S is a g-ideal ring-groupoid if it is both
left and right g-ideal ring-groupoid.

From Definition 3.7, the sets of arrows and objects of S are left g-ideal rings,
because l is a groupoid homomorphism. Also, every left (right) g-ideal ring-groupoid
is a generalized subring-groupoid.

Proposition 3.4. Let S be a generalized subgroup-groupoid of an M -ring groupoid
R. If the set of arrows of S is a left g-ideal ring, then S0 is also a left g-ideal of R0.

Proof. Let x ∈ S0 and y ∈ R0. Then, we have 1x ∈ S and 1y ∈ R. Since the set
of arrows of S is a left g-ideal ring, then we have 1y1x = 1yx ∈ S. Since S is a
generalized subgroup-groupoid, then we have yx ∈ S0. Thus, S0 is a left g-ideal of
R0. �

The interchange law in a g-ideal ring-groupoid is hold as follows: Let R be an M -
ring-groupoid and I be a left g-ideal ring-groupoid such that a, c ∈ I. For b, d ∈ R, if
a◦c and b◦d are defined, then we have (b◦d)(a◦c) = (ba)◦(dc). Since the set of arrows
of I is a left g-ideal, then ba, dc ∈ I. Also, since I is a generalized subgroup-groupoid,
which means that ba and dc are defined in I, then we have (ba) ◦ (dc) ∈ I.

A similar result to Proposition 3.4 can also be given for a right g-ideal ring-
groupoid.

Finally, let us present the product of generalized ring-groupoids.

Proposition 3.5. Let {Ri : i ∈ I} be a family of generalized ring-groupoids. Then,
(R =

∏
Ri, R0 =

∏
(Ri)0, ◦,+, .) is a generalized ring-groupoid.

Proof. The arrows of R are all tuples (ri)i∈I for each ri ∈ Ri and its objects are all
tuples (xi)i∈I for each xi ∈ (Ri)0. It is easily proved that (R,R0, ◦,+) is a generalized
group-groupoid. We define the generalized ring operation on R as follows:

(ri)i∈I(si)i∈I = (risi)i∈I , for each (ri, si) ∈ Ri ×Ri

(xi)i∈I(yi)i∈I = (xiyi)i∈I , for each (xi, yi) ∈ (Ri)0 × (Ri)0
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For the source map α, since

α((ri)i∈I + (si)i∈I) = α((ri + si)i∈I)

= (αi(ri + si))i∈I

= (αi(ri))i∈I + (αi(si))i∈I

= α((ri)i∈I) + α((si)i∈I)

and

α((ri)i∈I(si)i∈I) = α((risi)i∈I)

= (αi(risi)i∈I

= (αi(ri))i∈I(αi(si))i∈I

= α((ri)i∈I)α((si)i∈I),

then α is a generalized ring homomorphism. Similarly, it can be easily shown that β
and ε are also generalized ring homomorphisms.

Let us show that the interchange law is hold. Let us take any elements (r)i∈I ,
(s)i∈I , (t)i∈I and (v)i∈I ∈ R such that α((r)i∈I) = β((s)i∈I) and α((t)i∈I) =
β((v)i∈I). Then,

[(ri)i∈I ◦ (si)i∈I ][(ti)i∈I ◦ (vi)i∈I ] = (ri ◦ si)i∈I(ti ◦ vi)i∈I
= ((ri ◦ si)(ti ◦ vi))i∈I
= ((riti) ◦ (sivi))i∈I

= (riti)i∈I ◦ (sivi)i∈I

= (ri)i∈I(ti)i∈I ◦ (si)i∈I(vi)i∈I .

Thus, the interchange law between the groupoid composition and the generalized ring
operation is satisfied. Moreover, we have

(ri)i∈I [(si)i∈I + (ti)i∈I ] = (ri)i∈I [(si + ti)i∈I

= (ri(si + ti)i∈I

= (risi + riti)i∈I

= (risi)i∈I + (riti)i∈I .

Consequently, R is a generalized ring-groupoid.
�
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(Mustafa Habil GÜRSOY) Inonu University, Faculty of Art and Science, Department of
Mathematics, 44280, Malatya, Turkey

E-mail address: mhgursoy@gmail.com



Annals of the University of Craiova, Mathematics and Computer Science Series
Volume 44(1), 2017, Pages 137–148
ISSN: 1223-6934

Weak solutions of one-dimensional pollutant transport model
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Abstract. We consider a one-dimensional bilayer model coupling shallow water and Reynolds
lubrication equations that is a similar model derived in [European J. Applied Mathematics
24(6) (2013), 803-833]. The model considered is represented by the two superposed immiscible
fluids. Under an hypothesis about the unknowns, we show the existence of global weak solution
in time with a periodic domain.
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1. Introduction

In this paper, we study the existence of global weak solutions in time for the
following one dimensional model of transport of pollutant derived in [5] :

∂th1 + ∂x(h1u1) = 0,

∂t(h1u1) + ∂x(h1u1
2) +

1

2
g∂xh

2
1 − 4ν1∂x(h1∂xu1) +

α

ρ1
γ(h1)u1 −

δξ
ρ1
h1∂

3
xh1

+r1h1|u|2u+ rgh1∂xh2 + rgh2∂x(h1 + h2) = 0,

∂th2 + ∂x(h2u1) + ∂x

(
−h22

1

ρ2

(1

c
+

1

3ν2
h2

)
∂xp2

)
= 0,

(1)

with

∂xp2 = ρ2g∂x(h1 + h2) and γ(h1) =

(
1 +

α

3ν1
h1

)−1
. (2)

Subscript 1 will correspond to the layer located below and subscript 2 to that lo-
cated on the top. In this model, we denote by h1, h2 respectively, the water and the
pollutant heights, u1 is the water velocity, ρ1 and ρ2 the densities of each layer of
fluid (we also introduce the ratio of densities r =

ρ2
ρ1

), νi is the kinematic viscosity,

p2 the pressure of the pollutant layer and g is the constant gravity. The coefficients
δξ, α, r1, c, are respectively the coefficients of the intrefaz tension, friction at the
bottom, quadratic friction and friction at the interfaz. This model is derived from
a two-dimensional Navier-Stokes bilayer equations with capillary and friction effects
at the interfaz. It is used to simulate the evolution of a thin viscous pollutant over
water (see [5]). Let us recall some results about the existence of weak solution for a
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system composed by three equations (Shallow-water and transport equations). The
case with viscosity term of the form −ν∆u was investigated in [8] in which exis-
tence of weak solutions for a viscous sedimentation model is obtained by assuming
smallness of the data. In their analysis the authors considered a transport equation
with Grass model of the form qb = hu and used Brower fixed point theorem to get
the result. In [14], the authors studied the stability of global weak solutions for a
sediment transport model in two- dimensional case. In this model, the viscosity coef-
ficient is of the form −νdiv(hD(u)) and the sediment transport equation considered is
∂tz+div(h|u|ku)− ν

2∆u = 0. The stability result is obtained without any restriction
on the data and by using a mathematical entropy introduced firstly in [4] namely BD
entropy . We note that it’s the BD entropy inequality which allows the authors in
[1, 3, 4, 6, 7] to get existence results of global weak solutions for Shallow-Water and
viscous compressible Navier-Stokes equations.
In [12], the authors obtained a result of existence of global weak solution of sim-
ilar model in a two dimensional case. To have this result, the authors needed of
some additional regularizing terms such as a quadratic friction term h1|u|2u, a cold
pressure h1−α1 with α > 1 and a capillarity term of the form h1∇∆h1. They used

a transport equation of the form ∂th2 + div(h2u)− g∇ ·
(

(1 +
h2
h1

)∇(h1 + h2)

)
= 0.

The key point with the BD entropy is that, with the structure of the diffusive term,
we get an extra regularity for the water height. In our analysis, we consider in one-
dimensional, a periodic domain Ω = (0, 1) to simplify. We assume that the pollutant
layer is smaller than that of the water:

h2 ≤ h1. (3)

Notice that, to deduce the model, we make this hypothesis for the caracteristic heights
(see [5]). We will intend in the future to study the present model without this condi-
tion. We complete system (1) with initial conditions :

h1(0, x) = h10(x), h2(0, x) = h20(x), (h1u1)(0, x) = m0(x) in (0, 1). (4)

h10 ∈ L2(0, 1), h10 + h20 ∈ L2(0, 1), ∂x(h10 ∈ L2(0, 1),

∂xm0 ∈ L1(0, 1), m0 = 0 if h10 = 0, (5)

|m0|2

h10
∈ L1(0, 1), f(h10) ∈ L1(0, 1),

where f will be defined later on ( see (16)).
The paper is organized as follows : in the Section 2, we will start by giving the

definition of global weak solutions, then we will establish a classical energy equality
and the "mathematical BD entropy", which give some regularities on the unknowns.
We will also give an existence theorem of global weak solutions. In section 3, we will
give the proof of the existence theorem.

2. Main results

Definition 2.1. We shall say that (h1, h2, u1) is a weak solution on (0, T ) of (1), with
initial conditions (4) if the following conditions are satisfied :
• (4) holds in D′(Ω);



WEAK SOLUTIONS OF ONE-DIMENSIONAL POLLUTANT TRANSPORT MODEL 139

• (h1, h2, u1) verified the energy inequalities (2.1) and (2.2) for a.e. non negative
t;

• for all smooth test function ϕ = ϕ(t, x) with ϕ(T, ) = 0, we have:

h10ϕ(0, .)−
∫ T

0

∫ 1

0

h1∂tϕ−
∫ T

0

∫ 1

0

h1u1∂xϕ = 0, (6)

−h20ϕ(0, .)−
∫ T

0

∫ 1

0

h2∂tϕ−
∫ T

0

∫ 1

0

h2u1∂xϕ

+

∫ T

0

∫ 1

0

h2
2 1

ρ2

(1

c
+

1

3ν2
h2

)
∂xp2∂xϕ = 0, (7)

h10u10ϕ(0, .)−
∫ T

0

∫ 1

0

h1u1∂tϕ−
∫ T

0

∫ 1

0

h1u1
2∂xϕ−

1

2
g

∫ T

0

∫ 1

0

h21∂xϕ

+4ν1

∫ T

0

∫ 1

0

h1∂xu1∂xϕ+
α

ρ1

∫ T

0

∫ 1

0

γ(h1)u1ϕ+
δξ
ρ1

∫ T

0

∫ 1

0

h1∂
2
xh1∂xϕ

+
δξ
ρ1

∫ T

0

∫ 1

0

∂xh1∂
2
xh1ϕ− rg

∫ T

0

∫ 1

0

h2∂xh1ϕ− rg
∫ T

0

∫ 1

0

h1h2∂xϕ

−rg
∫ T

0

∫ 1

0

(h1 + h2)h2ϕ− rg
∫ T

0

∫ 1

0

(h1 + h2)∂xh2ϕ+ r1

∫ T

0

∫ 1

0

|u1|2u1ϕ = 0. (8)

Before giving the main theorem, we give the following two important lemmas. We
firstly give the classical energy associated with system (1) and secondly the mathe-
matical BD entropy.

Lemma 2.1. The model defined by (1) admits an entropy equality∫ 1

0

[
1

2
h1|u1|2 +

1

2
g(1− r)|h1|2 +

1

2
rg|h1 + h2|2 +

1

2

δξ
ρ1
|∂xh1|2

]
+r1

∫ T

0

∫ 1

0

h1|u1|4 + 4ν1

∫ T

0

∫ 1

0

h1|∂xu1|2 +
α

ρ1

∫ T

0

∫ 1

0

γ(h1)|u1|2

+rg2
∫ T

0

∫ 1

0

h22(
1

c
+

1

3ν2
h2)

(
∂x(h1 + h2)

)2

=

∫ 1

0

[
1

2
h10 |u10 |2 +

1

2
g(1− r)|h10 |2 +

1

2
rg|h10 + h20 |2 +

1

2

δξ
ρ1
|∂xh10 |2

]
. (9)

Proof. Firstly, we multiply the momentum equation by u1 and we integrate from 0 to
1. We use the mass conservation equation of the first layer for simplification. Then,
we obtain

d

dt

∫ 1

0

[
1

2
(h1u

2
1 + gh21)

]
− δξ
ρ1

∫ 1

0

∂th1∂
2
xh1 + r1

∫ 1

0

h1|u1|4 + rg

∫ 1

0

h2∂th1

+rg

∫ 1

0

h2u1∂x(h1 + h2) + 4ν1

∫ 1

0

h1(∂xu1)2 +
α

ρ1

∫ 1

0

γ(h1)u21 = 0. (10)

Secondly, we multiply the equation for the thin film flow by ρ2g(h1 + h2) and integrate
to obtain
1

2
rg
d

dt

∫ 1

0

h22 + rg

∫ 1

0

h1∂th2 + rg

∫ 1

0

(h1 + h2)∂x(h2u1)
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= rg2
∫ 1

0

h22(
1

c
+

1

3ν2
h2)

(
∂x(h1 + h2)

)2

. (11)

We use the mass conservation equation to write∫ 1

0

h2∂th1 +

∫ 1

0

h1∂th2 =
d

dt

∫ 1

0

h1h2, (12)

and to develop the following product affecting the terms with δξ∫ 1

0

∂x(h1u1)∂2xh1 =

∫ 1

0

h1∂t(h1)∂2xh1 = −1

2

d

dt

∫ 1

0

|∂xh1|2. (13)

By adding (10) and (11), and taking into account (12) and (13), we obtain

d

dt

∫ 1

0

[
1

2
h1u

2
1 +

1

2
gh21 + rgh2(h1 +

h2
2

)

]
+

1

2

δξ
ρ1

d

dt

∫ 1

0

(∂xh1)2 + r1

∫ 1

0

h1|u1|4

+4ν1

∫ 1

0

h1(∂xu1)2+rg2
∫ 1

0

h22(
1

c
+

1

3ν2
h2)

(
∂x(h1+h2)

)2

+
α

ρ1

∫ 1

0

γ(h1)u21 = 0. (14)

To end, we integrate from 0 to t to have the equality (9). �

Corollary 2.1. Let (h1, h2, u1) be a solution of model (1). Then, thanks to Lemma
2.1 we have:

h1 is bounded in L∞(0, T ;L2(0, 1)),

h2 is bounded in L∞(0, T ;L2(0, 1)),

∂xh1 is bounded in L∞(0, T ;L2(0, 1)),√
h1u1 is bounded in L∞(0, T ;L2(0, 1)),√
h1∂xu1 is bounded in L2(0, T ;L2(0, 1)),

u1 is bounded in L2(0, T ;L2(0, 1)),

h
1
4
1 u1 is bounded in L2(0, T ;L2(0, 1)),

h2

√
1

c
+

1

3ν2
h2

(
∂x(h1 + h2)

)
is bounded in L2(0, T ;L2(0, 1)).

Remark 2.1. (1) In the Corollary 2.1, the estimate√
h1u1 is bounded in L∞(0, T ;L2(0, 1))

implies,
h1u1 is bounded in L∞(0, T ;L2(0, 1))

this leads us

∂th1 is bounded in L∞(0, T ;W−1,2(0, 1)).

(2) We have the additional regularities thanks to Corollary 2.1:
(a) h1 is bounded in L2(0, T ;H1(0, 1)),
(b) h1u1 is bounded in L3(0, T ;L3(0, 1))∩L∞(0, T ;L2(0, 1))∩L2(0, T ;W 1,1(0, 1)),
(c) γ(h1) is bounded in L∞(0, T ;H1(0, 1)) ∩ L∞(0, T ;L∞(0, 1)).

Remark 2.2. We have the following additional regularities:
(1) h2 is bounded in L∞(0, T ;L∞(0, 1)),
(2) ∂x(h1 + h2) is bounded in L2(0, T ;L2(0, 1)).
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We will need in the following some additional regularity on h1 and this will be
achieved through an additional BD entropy inequality presented in the next lemma.

Lemma 2.2. For smooth solutions (h1, h2, u1) of model (1) satisfying the classical
energy equality of the Lemma 2.1, we have the following mathematical BD entropy
inequality:

1

2

∫ 1

0

[
h1|u1 + 4ν1∂x log h1|2 + rg|h1 + h2|2 + g(1− r)|h1|2| − 8ν1f(h1) +

δξ
ρ1
|∂xh1|2

]
+
α

ρ1

∫ T

0

∫ 1

0

γ(h1)|u1|2 + r1

∫ T

0

∫ 1

0

h1|u1|4 + 4ν1r1

∫ T

0

∫ 1

0

|u1|2u1∂xh1

+2gν1

∫ T

0

∫ 1

0

(1 + 2r
h2
h1

)|∂xh1|2 + 4rgν1

∫ 1

0

(1 +
h2
h1

)∂xh1∂xh2 +
δξ
ρ1

∫ T

0

∫ 1

0

|∂2xh1|2

+rg2
∫ T

0

∫ 1

0

h22(
1

c
+

1

3ν2
h2)

(
∂x(h1 + h2)

)2

+ 4
ν1α

ρ1

∫ T

0

∫ 1

0

γ′(h1)u1∂xh1

6 4ν1

∫ 1

0

f(h10) +

∫ 1

0

[
h10 |u10 |2 + 128ν21 |∂x

√
h10 |2 +

1

2
g(1− r)|h10 |2

]
+

∫ 1

0

[
1

2
rg|h10 + h20 |2 +

1

2

δξ
ρ1
|∂xh10 |2

]
, (15)

where

f(h1) = α log

(
h1

3 + αν−11 h1

)
. (16)

Proof. Let us consider the mass equation

∂th1 + ∂xh1u1 = 0.

When we use both the transport equation and the renormalized technical, we get:

∂t(∂xh1) + ∂x(h1∂xu1) + ∂x(u1∂xh1) = 0.

Replacing ∂xh1 by h1∂x log h1 and introducing the viscosity 4ν1, this becomes

4ν1∂t(h1∂x log h1) + 4ν1∂x(h1∂xu1) + 4ν1∂x(h1u1∂x log h1) = 0.

Then, we add the momentum equation to obtain
∂t[h1(u1 + 4ν1∂x log h1)] + ∂x[h1u1(u1 + 4ν1∂x log h1)] + 1

2g∂xh
2
1 + α

ρ1
γ(h1)u1

−h1
δξ
ρ1
∂3xh1 + r1h1|u1|2u1 + rgh1∂xh2 + rgh2∂x(h1 + h2) = 0.

We multiply this equation by (u1 + 4ν1∂x log h1) and we integrate between 0 and 1.
Now, we transform each term of the resulting identity separately∫ 1

0

[∂t[h1(u1 + 4ν1∂x log h1)] + ∂x[h1u1(u1 + 4ν1∂x log h1)]](u1 + 4ν1∂x log h1)

=
1

2

d

dt

∫ 1

0

h1|u1 + 4ν1∂x log h1|2.

Next, we only study the terms which do not appear in (9).
The pressure terms become:

1

2
g

∫ 1

0

∂xh
2
1(4ν1∂x log h1) = 2gν1

∫ 1

0

|∂xh1|2,
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rg

∫ 1

0

[h1∂xh2 + h2∂x(h1 + h2)](4ν1∂x log h1)

= 4rgν1

∫ 1

0

h2
h1
|∂xh1|2 + 4rgν1

∫ 1

0

(1 +
h2
h1

)∂xh1∂xh2.

Adding these two terms, we have:
1

2
g

∫ 1

0

∂xh
2
1(4ν1∂x log h1 + rg

∫ 1

0

[h1∂xh2 + h2∂x(h1 + h2)](4ν1∂x log h1)

= 2gν1

∫ 1

0

(1 + 2r
h2
h1

)|∂xh1|2 + 4rgν1

∫ 1

0

(1 +
h2
h1

)∂xh1∂xh2.

For the friction term at the bottom, we have
α

ρ1

∫ 1

0

γ(h1)u1(4ν1∂x log h1) =
4ν1
ρ1

∫ 1

0

3ν1α

3ν1 + αh1
u1∂x log h1

= −4ν1
ρ1

∫ 1

0

3ν1α

3ν1 + αh1

(∂th1
h1

+ ∂x u1

)
.

Considering that Lemma 2.2 gives f ′(h1) =
3ν1α

3ν1 + αh1

1

h1
,

therefore,

4
ν1α

ρ1

∫ 1

0

γ(h1)u1∂x log h1 = −4
ν1
ρ1

d

dt

∫ 1

0

f(h1) + 4
ν1α

ρ1

∫ 1

0

γ′(h1)u1∂xh1. �

Remark 2.3. (1) The term including log

(
h1

3 + αν−11 h1

)
is bounded, see [12].

(2) In Lemma 2.2 all the terms, except −
∫ T

0

∫ 1

0

|u1|2u1∂xh1

and
∫ T

0

∫ 1

0

(1 +
h2
h1

)∂xh1∂xh2 are controlled since they have the good sign. But

the control of the both terms takes inspiration in [12].
(3) If (h1, h2, u1) is solution of the model (1), then, thanks to Lemma 2.2, we have

that:

∂x
√
h1 is bounded in L∞(0, T ;L2(0, 1)) and ∂2xh1 is bounded in L2(0, T ;L2(0, 1)).

Theorem 2.1. There exists global weak solutions to system (1) with initial data (4),
(5) and satisfying energy equality (9) and energy inequality (15).

3. Convergences

This section is devoted to the proof of Theorem 2.1. Let (hk1 , h
k
2 , u

k
1) be a sequence

of weak solutions with initial data

hk1|t=0 = hk10 , hk2|t=0 = hk20 , (hk1u
k
1)|t=0 = mk

0

such as

hk10 −→ h10 in L1(0, 1), hk20 −→ h20 in L1(0, 1), mk
0 −→ m0 in L1(0, 1),

and satisfies

4ν1

∫ 1

0

f(h10) +

∫ 1

0

[
h10 |u10 |2 + 128ν21 |∂x

√
h10 |2 +

1

2
g(1− r)|h10 |2 +

1

2
rg|h10 +h20 |2

]
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+
1

2

δξ
ρ1

∫ 1

0

|∂xh10 |2 ≤ C.
Such approximate solutions can be built by a regularization of capillary effect.

3.1. Strong convergence of
(√

hk1

)
k

. Here, we are going to establish the spaces

in which
(√

hk1

)
k

is bounded.

In this sense we are going to integrate the mass equation and we directly get
√
hk1

in L∞(0, T ;L2(0, 1)), the Remark 2.3 gives us
∣∣∣∣∂x√hk1∣∣∣∣ in L∞(0, T ;L2(0, 1)). So we

obtain:√
hk1 is bounded in L∞(0, T ;H1(0, 1)). (∗)

Moreover, we use the mass equation again to have the following equality:

∂t

√
hk1 =

1

2

√
hk1∂xu

k − ∂x(
√
hk1u

k),

which gives that ∂t
√
hk1 is bounded in L2(0, T ;H−1(0, 1)).

Applying Aubin-Simon lemma ([9, 13]), we can extract a subsequence, still denoted
(hk1)1≤k, such as(√

hk1

)
k

strongly converges to
√
h1 in L2(0, T ;L2(0, 1)).

3.2. Strong convergence of h1 and h2. Let now study the subsequence (hk1)k.
According to the property (∗) and Sobolev embeddings, we know that, for any finite
s,

(hk1)k is bounded in L∞(0, T ;Ls(0, 1)).

In the following, we will assume that 4 ≤ s in order to simplify our expressions and
ensure that

(hk1)k is bounded in L∞(0, T ;L2(0, 1)).

The equality ∂xhk1 = 2
√
hk1∂x

√
hk1 enables us to bound the sequence ∂xhk1 in

L∞(0, T ; (L
2s

s+2 (0, 1))2) and consequently the sequence

(hk1)k is bounded in L∞(0, T ;W 1, 2s
s+2 (0, 1)).

Moreover, we have some properties on the time derivative of (hk1); actually the mass
equation can be written as: ∂th

k
1 = −∂x(hk1u

k
1). Splitting the product hk1uk1 into

hk1u
k
1 =

√
hk1
√
hk1u

k
1 , we get

hk1u
k
1 in L∞(0, T ; (L

2s
s+2 (0, 1))2) and ∂th

k
1 in L∞(0, T ;W−1,

2s
s+2 (0, 1)).

Thanks to Aubin-Simon lemma again, we find:

hk1 −→ h1 in C0(0, T ;L
2s

s+2 (0, 1))

We have hk2 ∈ L2(0, T ;H1(0, 1)).

Moreover, we have ∂thk2 = −∂x(hk2u
k
1) + g∂x

[
− hk2

2
(
1

c
+

1

3ν1
hk2)∂x(hk1 + hk2)

]
.

According to the Sobolev embeddings, we show that the first term is in W−1,1(0, 1),
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since
hk2 ∈ L2(0, 1) and uk1 ∈ L2(0, 1). By analogy we prove that the last term is in the
same space and we get ∂thk2 also in this space. Thanks to the Aubin-Simon lemma,
we find:

(hk2)k converges strongly to h2 in L2(0, T ;W−1,
2s

s+2 (0, 1)).

3.3. Strong convergence of (hk1u
k
1)k. Let us write hk1u

k
1 as follow:

hk1u
k
1 =

√
hk1

√
hk1u

k
1 , we have(√

hk1

)
k

bounded in L∞(0, T ;L4(0, 1))

and (√
hk1u

k
1

)
k

bounded in L∞(0, T ;L2(0, 1)).

Thus we have:
(hk1u

k
1)k bounded in L∞(0, T ;L

4
3 (0, 1)).

Let’s write the gradient as follows:

∂x(hk1u
k
1) = hk1∂xu

k
1 + uk1∂xh

k
1 =

√
hk1

√
hk1∂xu

k
1 + uk1∂xh

k
1 ,

since the first term is in L2(0, T ;L
4
3 (0, 1)) and thanks to the Corollary 2.1, second

one belongs to L∞(0, T ;W−1,
4
3 (0, 1)) ∩ L2(0, T ;L1(0, 1)), we have

(hk1u
k
1)k bounded in L2(0, T ;W 1,1(0, 1)).

Moreover, the momentum equation of (1) enables us to write the time derivation of
the water discharge:
∂t(h

k
1u

k
1) = −∂x(hk1u

k
1
2
))− 1

2g∂x[(hk1)2]−4ν1∂x(hk1∂xu
k
1)− α

ρ1
γ(hk1)uk1 +α(hk1)hk1u

k
1 |uk1 |2

+
δξ
ρ1
hk1∂

3
xh

k
1 − rghk1∂xhk2 − rghk2∂x(hk1 + hk2) = 0.

we then study each term:
• ∂x(hk1(uk1)2) = ∂x(

√
hk1
√
hk1(uk1)2) which is in L2(0, T ;W−1,

4
3 (0, 1)).

• as (hk1)k is bounded in L∞(0, T ;W 1,1(0, 1)), it is also bounded in L∞(0, T ;L2(0, 1))
and we can write the following relation:(

∂x[(hk1)2]

)
k

is bounded in L∞(0, T ;W−1,1(0, 1)).

•
(
∂x(hk1∂xu

k
1)

)
k

is bounded in L2(0, T ;W−1,
4
3 (0, 1)).

• Let us write hk1uk1(uk1)2 =
√
hk1u

k
1

√
hk1(uk1)2, which is in L2(0, T ;W 1,1(0, 1)).

• The last three terms are bounded in L∞(0, T ;W−1,2(0, 1)).
Then, applying Aubin-Simon lemma, we obtain,

(hk1u
k
1)k converges stongly to m in C0(0, T ;W−1,1(0, 1)).
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3.4. Strong convergence of
(√

hk1u
k
1

)
k

. Setting mk = hk1u
k
1 , so, we have√

hk1u
k =

mk√
hk1
. We want to prove the strong convergence for this term. We know

that (
mk√
hk1

)
k

is bounded in L∞(0, T ; (L2(0, 1))2);

consequently Fatou lemma reads:∫ 1

0

lim inf
(mk)2

hk1
≤ lim inf

∫ 1

0

(mk)2

hk1
< +∞.

In particular, m is equal to zero for almost every x where h1(t, x) vanishes. Then, we
can define the limit velocity taking u1(t, x) = m(t,x)

h1(t,x)
if h1(t, x) 6= 0 or else u1(t, x) = 0.

So we have a link between the limits m(t, x) = h1(t, x)u1(t, x) and:∫ 1

0

(m)2

h1
=

∫ 1

0

h1|u1|2 < +∞.

Moreover, we can use Fatou lemma again to write∫ T

0

∫ 1

0

h1|u1|4 ≤
∫ T

0

∫
]0,1[

lim inf h1|u1|4 ≤ lim inf

∫ T

0

∫ 1

0

h1|u1|4

= lim inf

∫ T

0

∫ 1

0

√
h1|u1|2

√
h1|u1|2,

which gives
√
h1|u1|2 in L2(0, T ;L2(0, 1)).

As mk and hk1 converge almost everywhere, the sequence of
√
hk1u

k
1 =

mk√
hk1

converges

almost everywhere to
√
h1u1 =

m√
h1

. Moreover, for all M positive
√
hk1u

k
11|uk

1 |≤M

converges to
√
h1u11|u|≤M ( still assuming that hk1 does not vanish). If h1 vanishes,

we can write
√
hk1u

k
1 |uk

1 |≤M
≤M

√
hk1 and then have convergence towards zero. Then,

almost everywhere, we obtain the convergence of (
√
hk1u

k
11|uk

1 |≤M )k.
Finally, let us consider the following norm:∫ T

0

∫ 1

0

∣∣∣∣√hk1uk1 −√h1u1∣∣∣∣2 ≤∫ T

0

∫ 1

0

(∣∣∣∣√hk1uk11|uk
1 |≤M −

√
h1u11|u1|≤M

∣∣∣∣+

∣∣∣∣√hk1uk11|uk
1 |>M |+ |

√
h1u11|u1|>M

∣∣∣∣)2

≤ 3

∫ T

0

∫ 1

0

∣∣∣∣√hk1uk11|uk
1 |≤M −

√
h1u11|u1|≤M

∣∣∣∣2 + 3

∫ T

0

∫ 1

0

∣∣∣∣√hk1uk11|uk
1 |>M

∣∣∣∣2
+3

∫ T

0

∫ 1

0

∣∣∣∣√hk1uk11|uk
1 |>M

∣∣∣∣2.
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Since
(√

hk1

)
k

is bounded in L2(0, T ;L4(0, 1)), it follows(√
hk1u

k
11|uk

1 |≤M

)
k

is bounded in this space.

So, as we have seen previously, the first integral tends to zero. Let us study the other
two terms: ∫ 1

0

∣∣∣∣√hk1uk11|uk
1 |>M

∣∣∣∣2 ≤ 1

M2

∫ 1

0

hk1(uk1)4 ≤ c

M2

and ∫ 1

0

∣∣∣∣√h1u11|u1|>M

∣∣∣∣2 ≤ 1

M2

∫ 1

0

h1u
4
1 ≤

c

M2
,

for all M > 0. When M tends to the infinity, our two integrals tend to zero. Then(√
hk1u

k
1

)
k

converges strongly to
√
h1u1 in L2(0, T ; (L2(]0, 1[))2).

3.5. Convergence of (∂xh
k
1)k, (hk1∂xh

k
1)k, (hk2∂xh

k
1)k, (∂2xh

k
1)k, (hk1∂

2
xh1)k

and (∂xh
h
1∂

2
xh

k
1)k. • We have (∂xh

k
1)k bounded in L2(0, T ;H1(0, 1)) and (∂t∂xh

k
1)k

is bounded in L∞(0, T ;H−2(0, 1)) since (∂th
k
1)k is bounded in L∞(0, T ;H−1(0, 1)).

Thanks to compact injection of H1(0, 1) in L2(0, 1) in one dimension, we have:

(∂xh
k
1)k converges strongly to ∂xh1 in L2(0, T ;L2(0, 1))

• The bound of ∂2xhk1 in L2(0, T ;L2(0, 1)) and ∂xhk2 in L2(0, T ;L2(0, 1)) gives us:

(∂2xh
k
1)k converges weakly to ∂2xh1 in L2(0, T ;L2(0, 1)),

(∂xh
k
2)k converges weakly to ∂xh2 in L2(0, T ;L2(0, 1)).

• Thanks to the strong convergence of (hk1)k, (hk2)k, (∂xh
k
1)k and the weak convergence

of (∂2xh
k
1)k, we have:

(hk1∂xh
k
1)k converges strongly to h1∂xh1 in L1(0, T ;L1(0, 1)),

(hk2∂xh
k
1)k converges strongly to h2∂xh1 in L1(0, T ;L1(0, 1)),

(hk1∂
2
xh

k
1)k converges weakly to h1∂

2
xh1 in L1(0, T ;L1(0, 1)),

(∂xh
k
1∂

2
xh

k
1)k converges weakly to ∂xh1∂

2
xh1 in L1(0, T ;L1(0, 1)),

(hk1∂xh
k
2)k converges strongly to h1∂xh2 in L1(0, T ;L1(0, 1)),

(hk2∂xh
k
2)k converges strongly to h2∂xh2 in L1(0, T ;L1(0, 1)),(

(hk1)2
)
k

converges strongly to h1
2 in L1(0, T ;L1(0, 1)),(

(hk2)2
)
k

converges strongly to h2
2 in L1(0, T ;L1(0, 1)),

(hk1h
k
2)k converges strongly to h1h2 in L1(0, T ;L1(0, 1)).
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3.6. Convergence of (hk1∂xu
k
1)k, (γ(hk1)uk1)k and (hk1 |uk1 |2uk1)k. As (uk1)k is bounded

in L2(0, T ;L2(0, 1)), then (∂xu
k
1)k is bounded in L2(0, T ;W−1,2(0, 1)).

Moreover, we have (γ(hk1))k bounded in L∞(0, T ;H1(0, 1)).

Then,

(γ(hk1))k converges strongly to γ(h1) in C0(0, T ;L2(0, 1)),

(uk1)k converges weakly to u1 in L2(0, T ;L2(0, 1)).

So,
(γ(hk1)uk1)k converges weakly to γ(h1)u1 in L2(0, T ;L2(0, 1)).

However, the function (hk1 , ∂xh
k
1) 7−→ hk1∂xh

k
1 is a continuous in L∞(0, T ;H1(0, 1))×

L2(0, T ;W−1,2(0, 1)) to L2(0, T ;W−1,2(0, 1)).
So,

(hk1∂xu
k
1)k converges weakly to h1∂xu1 in L2(0, T ;H−1(0, 1)).

Finally, thanks to the strong convergence of
(√

hk1u
k
1

)
k

to
√
h1u1 in L2(0, T ;L2(0, 1))

and the weak convergence of (uk1)k to u1 mentioned above, we have :

(hk1 |uk1 |2uk1)k converges weakly to h1|u1|2u1 in L1(0, T ;L1(0, 1)).

3.7. Convergences of (hk2u
k
1)k and

(
(hk2)2(

1

c
+

1

3ν2
hk2)∂x(hk1 + hk2)

)
k

. We know

that (∂x(hk1+hk2))k converges weakly to ∂x(h1+h2) in L2(0, T ;L2(0, 1)) and
(

(hk2)2(
1

c
+

1

3ν2
hk2)

)
k

converges strongly to h22(
1

c
+

1

3ν2
)h2 in L1(0, T ;L1(0, 1)). So,(

(hk2)2(
1

c
+

1

3ν2
hk2)∂x(hk1 +hk2)

)
k

converges weakly to (h2)2(
1

c
+

1

3ν2
h2)∂x(h1 +h2)

in L1(0, T ;L1(0, 1)). To conclude, we have:

(uk1)k converges weakly to u1 in L2(0, T ;L2(0, 1))

and the strong convergence of(hk2)k to h2, both give us:

(hk2u
k
1)k converges weakly to h2u1 in L1(0, T ;L1(0, 1)).
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Abstract. We consider a homogeneous graded algebra on a field K, which is the Segre

product of a K−polynomial ring in m variables and the second squarefree Veronese subalgebra

of a K−polynomial ring in n variables, generated over K by elements of degree 1. We describe
a class of graded ideals of the Segre product with a linear resolution, provided that the minimal

system of generators satisfies a suitable condition of combinatorial kind.
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1. Introduction

Let A and B be two homogeneous graded algebras and let A ∗ B be their Segre
product K[u1, . . . , un], where all generators have degree 1. In [14] the notion of
strongly Koszul algebra is introduced and the main consequence is that the max-
imal graded ideal has linear quotients, hence a linear resolution. In particular if
A = K[x1, . . . , xn] and B = K[y1, . . . , ym] are polynomial rings, the graded maximal
ideal (x1y1, . . . , xnym) of A ∗ B has linear quotients and a linear resolution. For the
significant applications in combinatorics, the case where A and B are monomial alge-
bras received a lot of attention from algebrists. In this case, note that the generators
u1, . . . , un are monomials and the subtended affine semigroup reflects properties of
the algebra. The problem to yield monomial ideals with linear quotients and having
linear resolution is particularly interesting for homogeneous semigroup rings. The aim
of this paper is to investigate if the class of monomial ideals of the semigroup ring
studied in [12], and with linear quotients, has a linear resolution.
More precisely, in Section 1, we consider two polynomials rings A = K[x1, . . . , xn]
and B = K[y1, . . . , ym] with the standard graduation and the Segre product B ∗
A(2) between B and the second squarefree Veronese ring A(2) generated over K by
all squarefree monomials of degree 2 of A. We recall in particular the property P
considered in [12], on ordered subsets of the generators of C, that has an interpretation
in algebraic combinatorics. In Section 2, we focus our attention to monomial ideals
of B ∗A(2), that admit quotient ideals linearly generated and, as a consequence, they
have a linear resolution, being linear modules, following the definition given in [3]. We
examine a class of ideals, generated by a suitable subset of the set of the generators
of the K-algebra B ∗ A(2), studied in [12] and with linear quotients. The main point
is to require that the set of generators satisfies a property able to guarantee that a
family of colon ideals of the ideal has linear quotients.

149
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2. Preliminaries and known results

Let A = K[x1, . . . , xn] and B = K[y1, . . . , ym] be two polynomial rings in n and
m variables respectively with coefficients in any field K. Let A(2) ⊂ A be the 2nd
squarefree Veronese algebra of A and let C = B ∗ A(2) be the Segre product of B
and A(2). We consider C as a standard K−algebra generated in degree 1 by the
monomials yαxixj , with 1 ≤ α ≤ m, 1 ≤ i < j ≤ n. For convenience, we will indicate
such a monomial by αij.

In [12] we computed all quotient ideals of principal ideals of C, generated by
generators of the graded maximal ideal m∗ of C in order to obtain the intersection
degree of this algebra [13], [14]. The description of the generators of the colon ideals
will be used in the following.

Theorem 2.1. [12, Theorem 1.1] Let C = B ∗A(2) be the Segre product and let m∗ =
(u1, . . . , uN ), N = m

(
n
2

)
the maximal ideal of C. Let (ur) : (us), 1 ≤ r, s ≤ N, r 6= s,

a colon ideal of generators of m∗, in the lexicographic order. Then we have:
1. (α ij1) : (α ij2) = (βkj1, k 6= j1, j2, β ∈ {1, . . . ,m})
2. (α1ij1) : (α2ij2) = (α1kj1, k 6= j1, j2)
3. (α i1j) : (α i2j) = (βi1k, k 6= i1, i2, β ∈ {1, . . . ,m})
4. (α1i1j) : (α2i2j) = (α1i1k, k 6= i1, i2)
5. (α i1j) : (α jj2) = (βi1k, k 6= i1, j2, β ∈ {1, . . . ,m})
6. (α ij1) : (α i2i) = (βkj1, k 6= j1, i2, β ∈ {1, . . . ,m})
7. (α1i1j) : (α2jj2) = (α1i1k, k 6= i1, j2)
8. (α1ij1) : (α2i2i) = (α1kj1, k 6= i2, j1)
9. (α1i1j1) : (α2i2j2) = (α1i1j1, (α1i1s)(βj1s), β ∈ {1, . . . ,m}, s 6= i1, j1, i2, j2)
10 (α1ij) : (α2ij) = (α1kl, k 6= l)

Corollary 2.2. [12, Corollary 1.2] Let B ∗ A(2) be the Segre product as in Theorem
2.1, where all generators are of degree 1. Then the intersection degree of the monomial
algebra B ∗A(2) is equal to 3 for n > 4.

The fact that there are colon ideals not generated in degree 1 can to not be a
problem for special classes of monomial ideals. In particular the strong condition
that we consider monomial ideals generated by subsets of generators that verify the
property P implies that a family of associated quotients ideals are generated in degree
1, provided a suitable order on the generators.

For this end, we introduce in the set of monomials of K[x1, . . . , xn, y1, . . . , ym] the
lexicographic order with the order on the variables y1 > . . . > ym > x1 > . . . > xn.
Moreover, following [12], we call ”bad pair” a pair of monomials ij, kl in A(2) or
α ij, β kl in C, with i 6= k and j 6= l.

Definition 2.1. Let (u1, . . . , ut) be an ideal of C = B ∗A(2) generated by a sequence
L = {α1i1j1, . . . , αtitjt} of generators of C, with u1 > . . . > ut. Fixed αkl ∈ L, let

Lαkl = {βrs ∈ L/βrs > αkl and rs > kl} and L′αkl = {βrs ∈ L/βrs < αkl and rs >
kl} be. We say that the sequence L satisfies the property P if:

(1) for each bad pair αij > αkl in L, αik ∈ Lαkl or αil ∈ Lαkl or αkl ∈ Lαjk or
αjl ∈ Lαkl

(2) for each bad pair αij > βkl in L, with ij > kl, αik ∈ Lβkl or αil ∈ Lβkl or
αjk ∈ Lβkl or αjl ∈ Lβkl
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(3) for each bad pair αij > βkl in L, with ij < kl, or βki ∈ L′αij or βkj ∈ L′αij or

βil ∈ L′αij or βjl ∈ L′αij .

By using this definition, we have:

Theorem 2.3. Let (u1, . . . , ut) be the ideal of B ∗A(2) generated by a sequence L =
{α1i1j1, . . . , αtitjt} of generators of M , with u1 > . . . > ut. Fixed αkl ∈ L, let Lαkl =

{βrs ∈ L/βrs > αkl and rs > kl} and L′αkl = {βrs ∈ L/βrs < αkl and rs > kl}
be. Suppose that the sequence L satisfies the property P . Then (u1, . . . , ut) has linear
quotients.

Proof. See [12, Theorem 2.3]. �

Example 2.1. For n = 2, m = 5, consider C = K[y1, y2] ∗K[x1, x2, x3, x4, x5]. The
sequences L1 = {112, 113, 114, . . . , 145, 212, 213, 214, . . . , 245} and L2 = {112, 113, 123,
125, 135, 212, 213, 223, 225, 235} satisfy the property P . For L1 the result is obvious,
since L1 is the generating sequence of the maximal irrelevant ideal of C. For L2, we
observe that it comes from the colon ideal (112, 113) : (114) = (112, 113, 123, 125, 135,
212, 213, 223, 225, 235). Consider the bad pair 112 > 135, with 12 > 35. Then
L135 = {112, 113, 123, 125}. We have 113 ∈ L135, 123 ∈ L135, 125 ∈ L135, 115 /∈ L135.

Consider the bad pair 125 > 213, with 25 < 13, L′125 = {212, 213, 223}. We have

212 ∈ L′ , 215 /∈ L′ , 223 ∈ L′ , 235 /∈ L′ . Then the property P is satisfied.

3. Monomial Ideals with linear quotients

The aim of this section is to prove that the class of monomial ideals of the Segre
product C = B ∗A(2) described in [12], having linear quotients, has a linear resolution
on C. For this we need the following;

Theorem 3.1. Let (u1, . . . ut) be the ideal of C = B ∗A(2) generated by the sequence
L as in Theorem 2.1 and Iq−1 = (α1i1j1, . . . , αq−1iq−1jq−1), q ≤ t−1. Then the colon
ideal I : αq−1iqjq satisfies condition P .

Proof. Note that the monomial ideal I : αqiqjq is generated by all colon ideals αpipjp :
αqiqjq such that each pair αpipjp, αqiqjq is not a bad pair for p < q (see [12, Theorem
2.3]). Set i = ip and j = jp. Assume i < j. Consider a bad pair a, b ∈ I : αqij:

I case: a ∈ α isjs : α ij, isjs, ij is not a bad pair

b ∈ α itjt : α ij, itjt, ij is not a bad pair

II case: a ∈ α isjs : β ij, isjs, ij is not a bad pair

b ∈ β isjs : β ij, isjs, ij is not a bad pair

III case: a ∈ α isjs : β ij, isjs, ij is not a bad pair

b ∈ γ isjs : β ij, γ 6= α, isjs, ij is not a bad pair

IV case: a ∈ α isjs : α ij, isjs, ij is not a bad pair

b ∈ β itjt : α ij, itjt, ij is not a bad pair
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I case: Note that isjs > ij, itjt > ij and is < js, i < j, it < jt. Write i = it and
j = js, the colon ideals to be considered are αisj : αij and αijt : αij. Let a ∈ α isj :
α ij and b ∈ α ijt : α ij be. Suppose a = α isk, k 6= is, j and b = α ljt, l 6= jt, j.

We look to the following cases:
i) is < k, l < jt. If α isk > α ljt (that is a > b) then isk > ljt, is < l < jt, hence
is < jt. Since i < jt, it follows that α isjt is a generator of the colon ideal I : αij
(since jt 6= is, i). It follows that α isjt > α ljt, that is α isjt ∈ Lα ljt . If a < b,
isk < ljt, l < is, αisk < αlis and isk < lis. It follows αlis ∈ Lα isk (that is the
property P ).

ii) is < k, l > jt, a = α isk, b = αjtl. If a > b, α isk > α jtl and is < jt < l.
Since i < jt, it follows that αisjt is a generator of the colon ideal I : α ij (since
jt 6= is, i) hence α isjt > αjtl, α isjt ∈ Lα jtl(that is the property P ). If a < b,
isk < jtl. Then jt < is < k, hence jtis > isk and αjtis ∈ Lαisk.

iii) is > k, l < jt. If a > b, kis > ljt, then k < l and so k < l < jt. Since k < j,
the element αkjt is a generator of I : αij and αkjt > αljt, so αkjt ∈ Lαljt . If
kis < ljt, l < k < is and, since l < i, it follows that αlis is a generator of I : αij
and αlis > αkis, αlis ∈ Lαkis (that is the property P ).

iv) is > k, l > jt. If a > b, write a = αkis, b = αjtl. If kis > jtl, k < jt < l
and kjt > jtl. Since k < is < i < j, αkjt is a generator of I : αij. It follows
αkjt ∈ Lα jtl (that is the property P ). If kis < jtl, jt < k < is and jt < is < i.
Hence αjtis is a generator of I : αij, αjtis > αkis, and αjtis ∈ Lαkis .

Indeed, we have to achieve the property P for the remaining cases. In synthesis,
we can suppose:

a = β isk, k 6= is, i and β 6= α, β > α

b = γ ljt, l 6= jt, j, β isk > γljt then β > γ.

We can have:

a) isk > ljt
b) isk < ljt.

We look to the following cases:

i’) is < k, l < jt, ii’) is < k, l > jt, iii’) is > k, l < jt, iv’) is > k, l > jt:

i’) For a), is < k and l < jt, hence is < l < jt and jt 6= is. Since jt > i, jt 6= i, it
follows that βisjt is an element of I : αij and βisjt > γljt (that is the property
P ). For b), is > l. Since jt > i, jt 6= i. It follows that the monomial βisjt is an

element of I : αij and βisjt > γljt, γljt ∈ L
′

βisjt
(that is the property P ).

ii’) For a), write isk > jtl. Then is < jt < l. Since i < jt, it follows that βisjt is a
generator of the colon ideal I : α ij (since jt 6= is, i) hence β isjt > γjtl, β isjt ∈
Lγjtl(that is the property P ). For b), isk < jtl. Then jt < is < k, hence
jtis > isk,βjtis > γisk and βjtis ∈ Lγisk.

iii’) For a) kis > ljt, then k < l and so k < l < jt. Since k < j, the element βkjt is
a generator of I : αij and βkjt > γljt, so βkjt ∈ Lγljt . For b), l < k < is and,

since l < i, it follows that γlis < βkis, γlis ∈ L
′

βkis
.
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iv’) For a), write kis > jtl, k < jt < l and kjt > jtl. Since k < is < i < j, γkjt
is a generator of I : αij, and γkjt < βjtl, it follows γkjt ∈ L

′

βjtl
, that is the

property P . For b), write kis < jtl, jt < k < is and jt < is < i. Hence βjtis is
a generator of I : αij, βjtis > γkis, and βjtis ∈ Lγkis .

The proof of cases II, III, IV is analogous. �

Now we recall the definition of linear module, as found in [3].

Definition 3.1. Let R = K[u1, . . . , un] be a homogeneous K−algebra, K a field,
finitely generated over K by elements of degree 1, and let M a graded R−module. M
is said to be linear if it has a system of generators m1, . . . ,mt all of the same degree,
such that for j = 1, . . . , t the colon ideals:

(Rm1 + . . . Rmj−1) : mj

is generated by a subset of {u1, . . . , un}.

Proposition 3.2. [14, Theorem 1.2] Suppose R a strongly Koszul K-algebra. Let
I ⊂ R be a homogeneous ideal generated by a subset of generators of the maximal
irrelevant ideal of R. Then I has linear quotients and a linear resolution on R.

Proposition 3.3. Let C be the monomial algebra B ∗ A(2) and let I be a monomial
ideal (u1, . . . , ut) generated by a sequence L of generators of the algebra that satisfies
the property P . Then I has a linear resolution.

Proof. By Definition 3.1, I is a linear module. Hence the statement will be true if we
show that I has linear relations and its first syzygy module is again a linear module.
For the first assertion, if a1u1 + . . . + arur, 1 ≤ r ≤ t, is a homogeneous generating
relation of I, let aj be the last non zero coefficient of that relation, then aj is a
generator of the colon ideal (u1, . . . , uj−1) : uj . Hence aj is a generator of the algebra
of degree 1, and the relation is linear. Let Syz1(I) be the first syzygy module of I. We
will prove that Syz1(I) is a linear module by induction on the number of generators.
If the ideal I is principal, then Syz1(I) = {0}. Suppose Syz1(I) generated by r
elements g1, . . . , gs, s > 1,such that with respect to them Syz1(I) is a linear module.
Consider the submodule D = Cg1 + . . .+Cgs−1 that is linear by induction and so its
Syz1(D) module, with respect to a system of minimal generators l1, . . . , lu. By the
exact sequence

0→ Syz1(D)→ Syz1(Syz1(I))→ Syz1(Syz1(I)/Syz1(D))→ 0,

the module Syz1(I)/Syz1(D) is cyclic with annihilator ideal Cg1 + . . . + Cgs−1 :
Cgs,then Syz1(Syz1(I)/Syz1(D)) ∼= (ui1 , . . . , uiv ), 1 ≤ i1 < . . . < iv ≤ t, that
verifies the Property P by induction and then it is a linear module. Now we can
complete the set l1, . . . , lu in Syz1(D), hence in Syz1(Syz1(I)), choosing homogeneous
elements h1, h2, . . . , hv of Syz1(Syz1(I)), such that they can be mapped onto in the set
ui1 , . . . , uiv . We claim that the module Syz1(Syz1(I)), generated by the set l1, . . . , lu,
h1, h2, . . . , hv is a linear module with respect to these generators. In fact the quotient
ideals Cl1 + . . . + Clj−1 : Clj , 1 ≤ j ≤ s,are generated by a subset of generators.
By induction, each colon ideal Clij : Chjk = (0), 1 ≤ ij ≤ u, 1 ≤ ik ≤ v, and
Ch1 + Chk−1 : Chk, 1 ≤ k ≤ v, are generated by a subset of variables. For this, let
m be a monomial generator, then mhk = b1h1 + . . .+ bk−1hk−1 and mapping onto in
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Syz1(Syz1/Syz1(D)), we obtain the relation muik = b1ui1 + bk − 1uik−1
in C. So m

is a generator of the quotient ideal (ui1 , . . . , uik−1
) : uik , hence of degree 1. �

Corollary 3.4. Let I = (u1, . . . , ut) be an ideal of B ∗ A(2) as in Theorem 2.1. Let
Ir be any colon ideal (u1, . . . , ur) : (ur+1) of I, r = 1, . . . , t− 1.Then we have:
(1) Ir has linear quotients
(2) Ir has a linear resolution.

Proof. (1) By Theorem 3.1 and (2) by Proposition 3.3. �

Remark 3.1. We proved in Theorem 3.1 that any colon ideal Ir of I verifies the
property P . In the same way any colon ideal of Ir verifies P and so on. The previous
condition characterizes the sequentially Koszul algebras, as defined in [1].

Remark 3.2. For n = 4, A(2) is a strongly Koszul algebra and consequently the
Segre product B ∗ A(2) [14]. As a consequence any ideal generated by a subset of
generators has a linear resolution.

Remark 3.3. For homogeneous semigroup rings arising from Grassmann varieties,
Hankel varieties of Pn and their subvarieties [7], [8], [9], [10], [15], the problem is
more difficult. For G(1, 3) = H(1, 3) its toric ring is strongly Koszul, being a quotient
of the polynomial ring K[[12], [13], [14], [23], [24], [34]] for the ideal generated by the
binomial relation [14][23] − [13][24], where [i, j] is the variable corresponding to the
minor with columns i, j, i < j, of a 2 × 4 generic matrix. The semigroup ring of
G(1, 4) is a subring of K[t11, t12, t13, t14, t15, t21, t22, t23, t24, t25], tij the generic entry
of a 2× 5- matrix (

t11 t12 t13 t14 t15
t21 t22 t23 t24 t25

)

and it is generated by the diagonal initial terms of ten 2 × 2 minors of the matrix.
The semigroup of H(1, 4) is a subring of K[t11, t12, t13, t14, t15, t16], generated by the
diagonal initial terms of ten 2× 2 minors of the Hankel matrix(

t11 t12 t13 t14 t15
t12 t13 t14 t15 t16

)
.

Both rings have a toric ideal generated by a Gröbner basis of degree 2 [15], [8] and they
are Koszul. The problem to find monomial ideals generated by subsets of generators
of the semigroup ring with linear resolution is open, for n > 4.

Remark 3.4. Segre products between polynomial rings on any field K and square-
free Veronese rings have been employed for algebraic models in statistic, in graphs
theory, in transportation problems [4], [5], [6]. In particular, if Ir and Js are re-
spectively the rth squarefree Veronese ideal of K[x1, . . . , xn] and the sth squarefree
Veronese ideal of K[y1, . . . , ym], we can consider the sum Ir + Js or the product
IrJs in the ring K[x1, . . . , xn; y1, . . . , ym] that describe particular simple graphs and
the semigroup rings K[Ir], K[Ir, Js], K[IrJs], respectively subrings of K[x1, . . . , xn],
K[x1, . . . , xm; y1, . . . , yn] generated by the minimal system of generators of Ir,Ir + Js
and IrJs. Observe that we have that C = K[J1I2]. Since the sorted Gröbner basis
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of the defining ideals of the previous semigroup rings is quadratic [15], initial sim-
plicial complexes with respect the a total order received a lot of attention in several
articles. Indeed the subtended affine semigroup presents easy triangulations [11],[15].
Alternately, one studied classify the simplicial complexes defined by the squarefree
monomial ideals Ir + Js and IrJs to obtain combinatorial statements [16].

In this paper we referred to the excellent books whose in [2], [17].
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1. Introduction

In this paper, we are interested in nonnegative solutions of the following equation: ∂tu−∆u+ u−βχ{u>0} + f(u) = 0 in Ω× (0, T ),
u(x, t) = 0 on ∂Ω× (0, T ),
u(x, 0) = u0(x) in Ω,

(1)

where Ω is a smooth bounded domain in RN , β ∈ (0, 1), and χ{u>0} denotes the
characteristic function of the set of points (x, t) where u(x, t) > 0, i.e:

χ{u>0} =

{
1, if u > 0,
0, if u ≤ 0.

Note that the absorption term u−βχ{u>0} becomes singular when u is near to 0,

and we impose tactically u−βχ{u>0} = 0 whenever u = 0. Through this paper,
f : [0,∞) −→ R is a nondecreasing continuous function such that f(0) = 0.

Problem (1) can be considered as a limit of mathematical models describing en-
zymatic kinetics (see [1]), or the Langmuir-Hinshelwood model of the heterogeneous
chemical catalyst (see, e.g. [20] p. 68, [11], [18]). This problem has been studied
by the authors in [18], [14], [15], [17], [10], [7], [21], and references therein. These
authors have considered the existence and uniqueness, and the qualitative behavior
of these solutions. For example, when f = 0, D. Phillips [18] proved the existence of
solution for the Cauchy problem associating to equation (1). A partial uniqueness of

Received June 13, 2017.
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solution of equation (1) was proved by J. Davila and M. Montenegro, [10] for a class
of solutions with initial data u0 satisfying

u0(x) ≥ Cdist(x, ∂Ω)µ, for µ ∈ (1,
2

1 + β
),

see also [9] the uniqueness in a different class of solutions. Moreover, M. Winkler,
[21] proved that the uniqueness of solution fails in general. One of the most striking
phenomenon of solutions of equation (1) is the extinction that any solution vanishes
after a finite time even beginning with a positive initial data, see [18], [14] ( see
also [7] for a quasilinear equation of this type). It is known that this phenomenon
occurs according to the presence of the nonlinear singular absorption u−βχ{u>0}.

The same situation happens for the nonlinear absorption uβ , for β ∈ (0, 1), see [2]
and references therein. Furthermore, equation (1) with source term f(u) satisfying
the sublinear condition, i.e: f(u) ≤ C(u + 1), was considered by J. Davila and M.
Montenegro, [10]. The authors proved the existence of solution and showed that the
measure of the set {(x, t) ∈ Ω × (0,∞) : u(x, t) = 0} is positive (see also a more
general statement in [12]). In other words, the solution may exhibit the quenching
behavior.

To prove the existence of solutions of equation (1), we must prove the following
gradient estimate:

|∇u(x, t)|2 ≤ Cu1−β(x, t), for (x, t) ∈ Ω× (0, T ),

where the constant C depends on the f ′, f , see [10]. Thus, it requires the nonlinear
f ∈ C1([0,∞)). In this paper, we show that if f is a nondecreasing function then
constant C above is independent of f ′, so we can remove the regularity f ∈ C1([0,∞)).

Before establishing the existence of solutions of equation (1), it is necessary to
introduce a notion of weak solution.

Definition 1.1. Let u0 ∈ L∞(Ω). A nonnegative function u(x, t) is called a weak

solution of equation (1) if u−βχ{u>0} ∈ L1(Ω × (0, T )), and u ∈ L2(0, T ;W 1,2
0 (Ω)) ∩

L∞(Ω× (0, T )) satisfies equation (1) in the sense of distributions D′(Ω× (0, T )), i.e:∫ T

0

∫
Ω

(
−uφt +∇u.∇φ+ u−βχ{u>0}φ+ f(u)φ

)
dxdt = 0, ∀φ ∈ C∞c (Ω× (0, T )).

(2)

Then, our existence result is as follows:

Theorem 1.1. Let u0 ∈ L∞(Ω), and β ∈ (0, 1). Then, equation (1) has a maximal
weak solution u satisfying

|∇u(x, t)|2 ≤ Cu1−β(x, t)
(
t−1 + 1

)
, for a.e (x, t) ∈ Ω× (0,∞), (3)

where constant C = C(f, ‖u0‖∞) > 0.

Furthermore, if ∇(u
1
γ

0 ) ∈ L∞(Ω), then there is a constant C = C(f, ‖u0‖∞, ‖∇(u
1
γ

0 )‖∞) >
0 such that

|∇u(x, t)|2 ≤ Cu1−β(x, t), for a.e (x, t) ∈ Ω× (0,∞). (4)



158 A. N. DAO

Besides, we also study behaviors of solutions of the Cauchy problem associating to
equation (1): {

∂tu−∆u+ u−βχ{u>0} + f(u) = 0 in RN × (0, T ),
u(x, 0) = u0(x) in RN . (5)

In [18], Phillips showed that the quenching phenomenon, and the finite speed of
propagation hold for the solutions of the Cauchy problem. In this paper, we show
that if initial data u0 satisfies a certain growth condition at infinity, then any weak
solution has the instantaneous shrinking of compact support (in short ISS), namely,
if initial data u0 goes to 0 uniformly as |x| → ∞, then the support of any weak
solution is bounded for any t > 0. This property was first proved in the literature in
the study of variational inequalities by Brezis and Friedman, see [5]. After that this
phenomenon has been considered for quasilinear parabolic equations, see [4], [13], and
references therein. Then, our main result of the Cauchy problem is as follows:

Theorem 1.2. Let 0 ≤ u0 ∈ L1(RN )∩L∞(RN ), and β ∈ (0, 1). Then, there exists a
weak bounded solution u ∈ C([0,∞);L1(RN ))∩L2(0, T ;W 1,2(RN )), satisfying equation
(5) in D′(RN × (0,∞)).
In addition, if u0(x)→ 0 uniformly as |x| → ∞, then such a weak solution of problem
(5) has ISS property.

The paper is organized as follows: In the next section, we prove some gradient
estimates for the approximating solutions. In Section 3, we shall prove Theorem 1.1.
The last section is devoted to study the Cauchy problem (5) and the instantaneous
shrinking of compact support.

Several notations which will be used through this paper are the following: we denote
by C a general positive constant, possibly varying from line to line. Furthermore, the
constants which depend on parameters will be emphasized by using parentheses. For
example, C = C(β, f) means that C depends on β, f .

2. Gradient estimate for the approximate solutions

In this section, we consider a regularized equation of (1):

(Pε,η)

 ∂tuε −∆uε + gε(uε) + f(uε) = 0 in Ω× (0,∞),
uε = η on ∂Ω× (0,∞),
uε(0) = u0 + η on Ω

for any 0 < η < ε, with gε(s) = ψε(s)s
−β , ψε(s) = ψ( sε ), and ψ ∈ C∞(R) is a non-

decreasing function on R such that ψ(s) = 0 for s ≤ 1, and ψ(s) = 1 for s ≥ 2. Note
that gε is a globally Lipschitz function for any ε > 0. We will show that solution uε,η
of equation (Pε,η) tends to a solution of equation (1) as η, ε → 0. In passing to the
limit, we need to derive some gradient estimates for solution uε,η. Then, we have the
following result:

Lemma 2.1. Let 0 ≤ u0 ∈ C∞c (Ω), u0 6= 0. There exists a classical unique solution
uε,η of (Pε,η) in Ω× (0,∞).
i) Moreover, there is a constant C > 0 only depending on β, f, ‖u0‖∞ such that

|∇uε,η(x, τ)|2 ≤ Cu1−β
ε,η (x, τ)

(
τ−1 + 1

)
, for any (x, τ) ∈ Ω× (0,∞). (6)
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ii) If ∇(u
1
γ

0 ) ∈ L∞(Ω), then we get

|∇uε,η(x, τ)|2 ≤ Cu1−β
ε,η (x, τ), for any (x, τ) ∈ Ω× (0,∞), (7)

with C > 0 merely depends on β, f, ‖u0‖∞, ‖∇(u
1
γ

0 )‖∞.

Proof. We first prove i).
Fixed ε ∈ (0, ‖u0‖∞). For any η ∈ (0, ε), there exists a unique classical solution uε,η
of problem (Pε,η) (see [16]). We denote by u = uε,η for short. It follows from the
comparison principle that

η ≤ u(x, t) ≤ ‖u0‖∞ + η, ∀(x, t) ∈ Ω× (0,∞).

We can assume f ∈ C1([0,∞)) if not we regularize f by a standard sequence fn. Note
that since f is nondecreasing so is fn.
Put u = φ(v) = vγ , with γ = 2/(1 + β). Then,

vt −∆v =
φ′′

φ′
|∇v|2 − 1

φ′
(
gε(φ(v)) + f(φ(v))

)
. (8)

For any τ ∈ (0, T ), let us consider a cut-off function ξ(t) ∈ C1(0,∞), 0 ≤ ξ(t) ≤ 1,
such that

ξ(t) =

{
1, on [τ, T ],

0, outside ( τ2 , T + τ
2 ),

and |ξt| ≤
1

τ
.

Next, we set w = ξ(t)|∇v|2.
If max

Ω×[0,T ]
w = 0, then ∇v(τ) = 0, so estimate (6) is trivial.

If not, there is a point (x0, t0) ∈ Ω× (τ/2, T + τ/2) such that max
Ω×[0,T ]

w = w(x0, t0).

Thus, we have at (x0, t0)

wt = ∇w = 0, ∆w ≤ 0. (9)

This implies

0 ≤ wt −∆w = ξt|∇v|2 + 2ξ(t)
(
∇v.∇vt −∇v.∇(∆v)

)
− 2ξ(t)|D2v|2.

Or,

0 ≤ ξt|∇v|2 + 2ξ(t)∇v.∇(vt −∆v). (10)

A combination of (8) and (10) provides us

0 ≤ ξt|∇v|2 + 2ξ(t)∇v.∇
(φ′′
φ′
|∇v|2 − gε(φ(v)) + f(φ(v))

φ′
)
.

Since ξ(t0) > 0, we get

0 ≤ 1

2
ξ−1ξt|∇v|2 +∇v.∇

(φ′′
φ′
|∇v|2 − gε(φ(v)) + f(φ(v))

φ′
)
. (11)

At the moment, we estimate the terms on the right hand side of (11). First of all, we
have from (9) that ∇(|∇v(x0, t0)|2) = 0, so

∇v.∇
(φ′′
φ′
|∇v|2

)
= ∇v.∇

(φ′′
φ′
)
|∇v|2 = (γ − 1)(2γ − 3)v−2|∇v|4. (12)
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Next, we have

∇v.∇
(
f(φ)

φ′

)
= f ′(φ)|∇v|2 − f(φ)

φ′′

φ′2
|∇v|2

= f ′(φ)|∇v|2 − (
γ − 1

γ
)f(φ)v−γ |∇v|2. (13)

Since f, f ′ ≥ 0, and γ > 1, it follows from (13) that

−∇v.∇
(
f(φ)

φ′

)
≤ (

γ − 1

γ
)f(φ)v−γ |∇v|2. (14)

After that, we have

∇v.∇
(
gε(φ)

φ′

)
= (g′ε−gε

φ′′

φ′2
)|∇v|2 =

(
ψ′ε(φ)v−β − (β +

γ − 1

γ
)ψε(φ)v−(1+β)γ

)
|∇v|2.

Since ψ′ε ≥ 0, and 0 ≤ ψε ≤ 1, we obtain

−∇v.∇
(
g(φ)

φ′

)
≤ (β +

γ − 1

γ
)v−(1+β)γ |∇v|2. (15)

By inserting (12), (14) and (15) into (11), we obtain

(γ − 1)(2γ − 3)v−2|∇v|4 ≤ 1

2
ξ−1ξt|∇v|2 + (β + 1− 1

γ
)v−(1+β)γ |∇v|2

+(
γ − 1

γ
)f(φ)v−γ |∇v|2. (16)

Now, we multiply both sides of (16) with v2 to get

(γ − 1)(2γ − 3)|∇v|4 ≤ 1

2
ξ−1|ξt|v2|∇v|2 + (β + 1− 1

γ
)|∇v|2 + (

γ − 1

γ
)f(φ)v2−γ |∇v|2.

(17)

by noting that (1 + β)γ = 2.
By simplifying the term |∇v|2 both sides of the last inequality, we obtain

(γ − 1)(2γ − 3)|∇v|2 ≤ 1

2
ξ−1|ξt|v2 + (β + 1− 1

γ
) + (

γ − 1

γ
)f(φ)v2−γ .

Multiplying both sides of the last inequality with ξ(t0) yields

(γ− 1)(2γ− 3)ξ(t0)|∇v|2 ≤ 1

2
|ξt|v2 + ξ(t0)

(
(β + 1− 1

γ
) + (

γ − 1

γ
)f(φ)v2−γ

)
. (18)

Note that w(x0, t0) = ξ(t0)|∇v(x0, t0)|2, 0 ≤ ξ(t) ≤ 1, and |ξt| ≤ τ−1. It follows from
(18) that there is a constant C = C(β) > 0 such that

w(x0, t0) ≤ C
(
τ−1v2 + f(φ)v2−γ + 1

)
.

Since w(x0, t0) ≥ w(x, τ) = |∇v(x, τ)|2, we obtain

|∇v(x, τ)|2 ≤ C
(
τ−1v2 + f(φ)v2−γ + 1

)
.

Moreover, we have

vγ(x, t) = u(x, t) ≤ 2‖u0‖∞, for any (x, t) ∈ Ω× (0,∞).

Then,
|∇v(x, τ)|2 ≤ C

(
τ−1‖u0‖1+β

∞ + ‖u0‖β∞Mf + 1
)
,
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with Mf = max
0≤s≤‖u0‖∞

{|f(s)|}.

Thus,

|∇u(x, τ)|2 ≤ C1u
1−β (τ−1‖u0‖1+β

∞ + ‖u0‖β∞Mf + 1
)
. (19)

This completes the proof of i).

Now, we prove ii).
The proof of estimate (7) is similar to the one of estimate (6). We just make a slight
change by considering a cut-off function, still denoted by ξ(t) ∈ C1(R) such that

0 ≤ ξ(t) ≤ 1, ξt(t) ≤ 0, and ξ(t) =

{
1, if t ≤ T,
0, if t ≥ 2T.

Then, either w(x, t) attains its maximum at the initial data, i.e:

max
(x,t)∈I×[0,2T ]

w(x, t) = w(x0, 0) = ξ(0)|∇v(x0, 0)|2 ≤ ‖∇(u
1
γ

0 )‖2∞, for some x0 ∈ Ω,

which implies

|∇u(x, τ)|2 ≤ γ2‖∇(u
1
γ

0 )‖2∞u1−β(x, τ), for any x ∈ Ω. (20)

Thus, we get estimate (7) immediately.
Or there is a point (x0, t0) ∈ Ω× (0, 2T ) such that

max
(x,t)∈Ω×[0,2T ]

w(x, t) = w(x0, t0)

Then, we mimic the proof of i) to get an estimate like estimate (16).

(γ − 1)(2γ − 3)v−2|∇v|4 ≤ 1

2
ξ−1ξt|∇v|2 + (β + 1− 1

γ
)v−(1+β)γ |∇v|2

+(
γ − 1

γ
)f(φ)v−γ |∇v|2.

Since ξt(t) ≤ 0, we get from the above inequality

(γ − 1)(2γ − 3)v−2|∇v|4 ≤ (β + 1− 1

γ
)v−(1+β)γ |∇v|2 + (

γ − 1

γ
)f(φ)v−γ |∇v|2.

By repeating the proof of i) after this inequality, we obtain

|∇u(x, τ)|2 ≤ Cu1−β(x, τ)
(
‖u0‖β∞Mf + 1

)
, (21)

for some constant C = C(β) > 0.
A combination of (20) and (21) yields estimate (7). Or we complete the proof of
Lemma 2.1. �

Remark 2.1. Note that gradient estimates (19) and (21) are independent of f ′.

As a consequence of Lemma 2.1, we have the following regularity results.

Proposition 2.2. Let u be a solution of (Pε,η). Then, we have

|u(x, t)− u(y, s)| ≤ C
(
|x− y|+ |t− s| 13

)
, ∀(x, t), (y, s) ∈ Ω× (τ,∞), (22)

for any τ > 0, where C > 0 depends on β, τ , ‖u0‖∞, f .

Moreover, if ∇(u
1
γ

0 ) ∈ L∞(Ω), then inequality (22) holds for any (x, t), (y, s) ∈ Ω ×
(0,∞), and C depends on β, f, ‖u0‖∞, ‖∇(u

1
γ

0 )‖∞.
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Proof. We refer the proof to Proposition 14, [7] (see also [18]). �

It is obvious that the estimates in Lemma 2.1 are independent of ε, η. Thus, a
classical argument allows us to pass to the limit as η → 0 in order to obtain uε,η → uε
(resp. ∇uε,η → ∇uε) uniformly on Ω×(0,∞), in that uε is a unique classical solution
of the following equation:

(Pε)

 ∂tuε −∆uε + gε(uε) = f(uε) in Ω× (0,∞),
uε = 0 on ∂Ω× (0,∞),
uε(0) = u0 on Ω

Remark 2.2. The above gradient estimates also hold for uε.

Next, we will pass ε→ 0 to obtain an existence of solution of equation (1).

3. Proof of Theorem 1.1

Let uε be a unique solution of equation (Pε) in Ω × (0,∞). Then, we show that
{uε}ε>0 is a non-decreasing sequence. Indeed, we have

gε1(s) ≥ gε2(s), for any 0 < ε1 < ε2.

This implies that uε1 is a sub-solution of the equation satisfied by uε2 . Therefore, the
comparison principle yields

uε1 ≤ uε2 , in Ω× (0,∞), ∀ε1 < ε2,

so the conclusion follows. Consequently, there is a nonnegative function u such that
uε ↓ u as ε→ 0+.
Integrating equation (Pε) on Ω× (0, T ) yields∫

Ω

uε(x, T )dx−
∫ T

0

∫
∂Ω

∇uε.n dσds+

∫ T

0

∫
Ω

gε(uε)dxds+

∫ T

0

∫
Ω

f(uε)dxds

=

∫
Ω

uε(x, 0)dx,

where n is the unit outward normal vector of ∂Ω.
Since ∇uε.n ≤ 0, we obtain∫ T

0

∫
Ω

gε(uε)dxds+

∫ T

0

∫
Ω

f(uε)dxds ≤
∫

Ω

u0(x)dx.

This implies that ‖gε(uε)‖L1(Ω×(0,T )), and ‖f(uε)‖L1(Ω×(0,T )) are bounded by a con-
stant not depending on ε.
Thanks to Fatou’s lemma, there is a function Υ ∈ L1(Ω× (0, T )) such that

lim inf
ε→0

gε(uε) = Υ, in L1(Ω× (0, T )). (23)

Next, the monotonicity of {uε}ε>0 deduces

gε(uε)(x, t) ≥ gε(uε)χ{u>0}(x, t), ∀(x, t) ∈ Ω× (0, T ),

so

lim inf
ε→0

gε(uε)(x, t) = Υ(x, t) ≥ u−βχ{u>0}(x, t), for (x, t) ∈ Ω× (0, T ), (24)
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which implies that u−βχ{u>0} is integrable on Ω× (0, T ).
In fact, we shall prove

Υ = u−βχ{u>0}, in L1(Ω× (0, T )). (25)

On the other hand, we can use a result of gradient convergence of Boccardo et al., [3]
in order to obtain

∇uε
ε→0−→ ∇u, for a.e (x, t) ∈ Ω× (0, T ), (26)

see the detail of its proof in [9].
As a result, ∇u fulfills estimate (3) for a.e (x, t) ∈ Ω × (0, T ), and then for any
τ ∈ (0, T ),

∇uε
ε→0−→ ∇u, in Lr(Ω× (τ, T )), ∀r ∈ [1,∞). (27)

Now, it suffices to demonstrate that u satisfies equation (1) in the sense of distribution.
For any η > 0 fixed, we use the test function ψη(uε)φ, for any φ ∈ C∞c (Ω× (0, T )), to
the equation satisfied by uε. Then, using integration by parts yields∫

Supp(φ)

(
−Ψη(uε)φt +

1

η
|∇uε|2ψ′(

uε
η

)φ+∇u.∇φψη(uε) + gε(uε)ψη(uε)φ+

f(uε)ψη(uε)φ

)
dxds = 0,

with Ψη(u) =

∫ u

0

ψη(s)ds.

Note that the role of the function ψη(.) is to avoid the singularity of the term
u−βχ{u>0} as u is near 0. Thus, there is no problem of passing to the limit as
ε→ 0 in the indicated equation in order to get∫
Supp(φ)

(
−Ψη(u)φt+

1

η
|∇u|2ψ′(u

η
)φ+∇u.∇φψη(u)+u−βψη(u)φ+f(u)ψη(u)φ

)
dxds = 0.

Next, we go to the limit as η → 0 in the last equation.
By (26), (27), and the integration of u−βχ{u>0} in Ω × (0, T ), it is not difficult to
verify 

lim
η→0

∫
Supp(φ)

Ψη(u)φtdxds =

∫
Supp(φ)

uφtdxds,

lim
η→0

∫
Supp(φ)

∇u.∇φψη(u)dxds =

∫
Supp(φ)

∇u.∇φdxds,

lim
η→0

∫
Supp(φ)

u−βψη(u)φdxds =

∫
Supp(φ)

u−βχ{u>0}φdxds,

lim
η→0

∫
Supp(φ)

f(u)ψη(u)φdxds =

∫
Supp(φ)

f(u)φdxds.

(28)

(Note that the assumption f(0) = 0 is used in the final limit of (28)).
Next, we show that

lim
η→0

∫
Supp(φ)

1

η
|∇u|2ψ′(u

η
)φ dxds = 0. (29)
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In fact, since u satisfies estimate (3), we have

1

η

∫
Supp(φ)

|∇u|2|ψ′(u
η

)φ|dxds ≤ C 1

η

∫
Supp(φ)∩{η<u<2η}

u1−βdxds

≤ 2C

∫
Supp(φ)∩{η<u<2η}

u−βdxds,

where Supp(φ) means the support compact of φ, and the constant C > 0 is indepen-
dent of η. Since u−βχ{u>0} is integrable on Ω× (0, T ), we obtain

lim
η→0

∫
Supp(φ)∩{η<u<2η}

u−βdxds = 0,

which implies the conclusion (29). A combination of (28) and (29) deduces∫
Supp(φ)

(
− uφt +∇u.∇φ+ u−βχ{u>0}φ+ f(u)φ

)
dxds = 0. (30)

In other words, u satisfies equation (1) in D′(Ω× (0, T )).
As mentioned above, we prove (25) now. From equation (Pε), we have∫

Supp(φ)

(
− uεφt +∇uε.∇φ+ gε(uε)φ+ f(uε)φ

)
dxds = 0,

for any φ ∈ C∞c (Ω× (0, T )), φ ≥ 0.
Then, letting ε→ 0 deduces∫
Supp(φ)

(−uφt +∇u.∇φ) dxds+lim
ε→0

∫
Supp(φ)

gε(uε)φ dxds+

∫
Supp(φ)

f(u)φ dxds = 0.

(31)
By (30) and (31), we get

lim
ε→0

∫
Supp(φ)

gε(uε)φ dxds =

∫
Supp(φ)

u−βχ{u>0}φ dxds. (32)

According to (23), (32) and Fatou’s lemma, we obtain∫
Supp(φ)

u−βχ{u>0}φdxds ≥
∫
Supp(φ)

Υφdxds, ∀φ ∈ C∞c (Ω× (0, T )), φ ≥ 0.

The last inequality and (24) yield conclusion (25).
The conclusion u ∈ C([0, T ];L1(Ω)) is well known, so we skip its proof and refer to
the compactness result of J. Simon, [19]. Thus, u is a weak solution of equation (1).

To complete the proof of Theorem 1.1, it remains to show that u is the maximal
solution of equation (1).

Proposition 3.1. Let v be any weak solution of equation (1) on Ω × (0,∞). Then,
we have

v(x, t) ≤ u(x, t), for a.e (x, t) ∈ Ω× (0,∞).

In fact, we observe that

gε(v) ≤ v−βχ{v>0}, ∀ε > 0.

Thus,

∂tv −∆v + gε(v) + f(v) ≤ 0, in D′(Ω× (0,∞)),
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which implies that v is a sub-solution of equation (Pε).
By the comparison principle, we get

v(x, t) ≤ uε(x, t), for a.e (x, t) ∈ Ω× (0,∞).

Letting ε→ 0 yields the result.
Next, it is known that the quenching phenomenon holds for any weak solution

of equation (1), see e.g., [18], [9], [7], [8]. By this fact, we show that the condition
f(0) = 0 is a necessary condition for the existence of a solution of equation (1).

Theorem 3.2. Assume that f(0) > 0. Then equation (1) has no nonnegative solu-
tion.

Proof. We assume a contradiction that there is a weak solution u of equation (1).
Then, we have the following result:

Lemma 3.3. Let 0 ≤ u0 ∈ L∞(Ω), and β ∈ (0, 1). Then, there is a finite time T0 > 0
such that u(x, t) = 0, for any (x, t) ∈ Ω× (T0,∞).

We skip the proof of the above lemma, and refer its proof to [18], [9].
Thanks to this lemma, there is a finite time T0 > 0 such that

u(x, t) = 0, ∀(x, t) ∈ Ω× (T0,∞).

This implies that f(0) = 0. Then, we get the above theorem. �

4. The instantaneous shrinking of compact support of solutions of the
Cauchy problem

4.1. Existence of a weak solution.

Proof. Let ur be the maximal solution of the following equation ∂tu−∆u+ u−βχ{u>0} + f(u) = 0 in Br × (0,∞),
u = 0, ∂BR × (0,∞),
u(x, 0) = u0(x), in Br,

(33)

see Theorem 1.1. Obviously, {ur}r>0 is a nondecreasing sequence. Moreover, the
strong comparison principle deduces

ur(x, t) ≤ ‖u0‖L∞(RN ), for (x, t) ∈ Br × (0,∞). (34)

Thus, there exists a function u such that ur ↑ u as r →∞. We will show that u is a
solution of problem (5).

By integrating both sides of (33), we get{
‖ur(., t)‖L1(Br) ≤ ‖u0‖L1(RN ), for any t ∈ (0,∞),
‖f(ur)‖L1(Br×(0,∞)), ‖u−βr χ{ur>0}‖L1(Br×(0,∞)) ≤ ‖u0‖L1(RN ).

(35)

It follows immediately from the Monotone Convergence Theorem that ur(t) converges
to u(t) in L1(R), and f(ur) converges to f(u) in L1(RN × (0,∞)) as r →∞, likewise{

‖u(., t)‖L1(RN ) ≤ ‖u0‖L1(RN ), for any t ∈ (0,∞),
‖f(u)‖L1(RN×(0,∞)) ≤ ‖u0‖L1(RN ).

(36)

On the other hand, we have from Lemma 2.1

|∇ur(x, t)|2 ≤ Cu1−β
r (x, t)

(
t−1 + 1

)
, for a.e (x, t) ∈ Br × (0,∞), (37)
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for any r > 0. By using again a result of [3] (almost everywhere convergence of the
gradients), there is a subsequence of {ur}r>0 (still denoted as {ur}r>0) such that

∇ur
r→∞−→ ∇u, for a.e (x, t) ∈ RN × (0,∞).

Thus,

|∇u(x, t)|2 ≤ Cu1−β(x, t)
(
t−1 + 1

)
, for a.e (x, t) ∈ RN × (0,∞), (38)

and

∇ur
r→∞−→ ∇u, in Lqloc(R× (0,∞)), ∀q ≥ 1. (39)

Now, we show that u satisfies equation (5) in the sense of distribution. Indeed,
using the test function ψη(ur)φ for the equation satisfied by ur gives us∫

Supp(φ)

(
−Ψη(ur)φt +∇ur.∇φψη(ur) + |∇ur|2φψ′η(ur) + u−βr χ{ur>0}ψη(ur)φ+

f(ur)ψη(ur)φ
)
dsdx = 0, ∀φ ∈ C∞c (RN × (0,∞)).

We first take care of the term u−βr χ{ur>0}ψη(ur)φ in passing r →∞ and η → 0. It is

not difficult to see that u−βr χ{ur>0}ψη(ur) = u−βr ψη(ur) is bounded by η−β . Then for

any η > 0, the Dominated Convergence Theorem yields u−βr ψη(ur)
r→∞−→ u−βψη(u)

in L1
loc(RN × (0,∞)), which implies

‖u−βψη(u)‖L1(RN×(0,∞))

(35)

≤ ‖u0‖L1(RN ).

Next, using the Monotone Convergence Theorem deduces u−βψη(u) ↑ u−βχ{u>0} in

L1(RN × (0,∞)), as η → 0, thereby proves

‖u−βχ{u>0}‖L1(RN×(0,∞)) ≤ ‖u0‖L1(RN ). (40)

Thanks to (39), (35) and (34), there is no problem of passing to the limit as r →∞
in the indicated variational equation in order to get

∫
Supp(φ)

(
−Ψη(u)φt +∇u.∇φψη(u) + |∇u|2φψ′η(u)

+ u−βψη(u)φ+ f(u)ψη(u)φ
)
dsdx = 0, ∀φ ∈ C∞c (RN × (0,∞)).

By (36), (38), and (40), we can proceed similarly as in the proof of Theorem 1.1 to
obtain after letting η → 0∫
Supp(φ)

(
−uφt +∇u.∇φ+ u−βχ{u>0}φ+ f(u)φ

)
dxds = 0, ∀φ ∈ C∞c (RN×(0,∞)).

(41)
Or u satisfies equation (5) in the sense of distribution.
The conclusion u ∈ C([0,∞);L1(R)N ) is classical, so we leave it to the reader. �
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4.2. Instantaneous shrinking of compact support of solutions.

Proof. Let u be a solution of equation (1). Since f(u) ≥ 0, we have for some q ∈ (0, 1)

f(u) + u−βχ{u>0} ≥ c0uq,

with c0 =
1

‖u0‖β+q
L∞(RN )

. This implies that u is a sub-solution of the following equation:

{
∂tw −∆w + c0w

q = 0 in RN × (0,∞),
w(x, 0) = u0(x), in RN . (42)

Since equation (42) has a unique solution w, then the comparison principle yields

u(x, t) ≤ w(x, t), in RN × (0,∞).

Thanks to the result of Evans et al. [13], w has an instantaneous shrinking of compact
support, so does u.

Thus, we obtain the conclusion. �
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