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# Existence and uniqueness of entropy solution for some nonlinear elliptic unilateral problems in Musielak-Orlicz-Sobolev spaces 

Mohammed Al-Hawmi, Abdelmoujib Benkirane, Hassane Hjiaj, and Abdelfattah Touzani

Abstract. In this paper, we study the existence and uniqueness of entropy solution for some quasilinear degenerate elliptic unilateral problems of the type

$$
\begin{cases}-\operatorname{div} a(x, \nabla u)=f & \text { in } \quad \Omega, \\ u=0 & \text { on } \quad \partial \Omega\end{cases}
$$

in the Musielak-Orlicz-Sobolev spaces $W_{0}^{1} L_{\varphi}(\Omega)$, with $f \in L^{1}(\Omega)$ and by assuming that the conjugate function of the Musielak-Orlicz function $\varphi(x, t)$ satisfies the $\Delta_{2}$-condition. An example of such equation is given by

$$
\begin{cases}-\operatorname{div}\left(|\nabla u|^{p(x)-2} \log ^{\sigma}(1+|\nabla u|) \nabla u\right)=f & \text { in } \Omega  \tag{1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

for $1 \leq p(x)<\infty$ and $0<\sigma<\infty$.
2010 Mathematics Subject Classification. 35J62, 35J25.
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## 1. Introduction

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}(N \geq 2)$, with smooth boundary conditions.
For $2-\frac{1}{N}<p<N$, Boccardo and Gallouët have studied in [11] the elliptic problem of the type

$$
\left\{\begin{array}{rl}
A u=f & \text { in } \quad \Omega, \\
u=0 & \text { on }
\end{array} \quad \partial \Omega,\right.
$$

where $A u=-\operatorname{div} a(x, u, \nabla u)$ is a Leray-Lions operator from $W_{0}^{1, p}(\Omega)$ into its dual, and $f$ is a bounded Radon measure on $\Omega$. They have proved the existence of solutions $u \in W_{0}^{1, q}(\Omega)$ for all $1<q<\bar{q}=\frac{N(p-1)}{N-1}$. Also they proved some regularity results.

Aharouch and Bennouna have treated in [1] the quasilinear elliptic of unilateral problem

$$
\left\{\begin{array}{l}
-\operatorname{div}(a(x, \nabla u))=f \text { in } \Omega,  \tag{2}\\
u=0 \text { on } \partial \Omega
\end{array}\right.
$$

where $f \in L^{1}(\Omega)$. They have proved the existence and uniqueness of entropy solutions in the framework of Orlicz Sobolev spaces $W_{0}^{1} L_{M}(\Omega)$ without assuming the $\Delta_{2}$-condition on the $N$-function $M$ of the Orlicz spaces, (see also. [6, 7, 13]).

In [5], Bendahmane and Wittbold have proved existence and uniqueness of a renormalized solution to the nonlinear elliptic equation

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(|\nabla u|^{p(x)-2} \nabla u\right)=f \text { in } \Omega,  \tag{3}\\
u=0 \text { on } \partial \Omega,
\end{array}\right.
$$

where the right-hand side $f \in L^{1}(\Omega)$ and the exponent $p(\cdot): \bar{\Omega} \mapsto(1,+\infty)$ is continuous, for some related results we refer to $[2,4,12,22]$.

In the recent years, Musielak-Orlicz-Sobolev spaces have attracted the attention of mainly researchers, the impulse for this manly comes from there physical applications, such in electro-rheological fluids, (see [23]). The purpose of this paper is to prove the existence and uniqueness of entropy solutions for some quasilinear unilateral elliptic problem of the form

$$
\left\{\begin{align*}
A u=f & \text { in } \quad \Omega,  \tag{4}\\
u=0 & \text { on } \quad \partial \Omega
\end{align*}\right.
$$

in Musielak-Orlicz-Sobolev spaces, where $f \in L^{1}(\Omega)$ and $A: D(A) \subset W_{0}^{1} L_{\varphi}(\Omega) \mapsto$ $W^{-1} L_{\psi}(\Omega)$ is the Leray-Lions operator defined as:

$$
A(u)=-\operatorname{div} a(x, \nabla u)
$$

by assuming that the conjugate function of Musielak-Orlicz function $\varphi(x, t)$ satisfies $\Delta_{2}$-condition, and by using corollary 1 of [9] to construct a complementary system ( $\left.W_{0}^{1} L_{\varphi}(\Omega), W_{0}^{1} E_{\varphi}(\Omega) ; W^{-1} L_{\psi}(\Omega), W^{-1} E_{\psi}(\Omega)\right)$.

Note that, the second author has studded in [9] the existence of solution for the problem (4) where $f$ is assumed to be in the dual, and only strict monotonicity is assumed, we refer also to [19] for the elliptic case with large monotonicity, and the interesting works of Gwiazda el al. $[16,17,18]$ in the generalized Orlicz Sobolev spaces, also [14] where the author has proved the Poincaré inequality under the $\Delta_{2}$-condition.

This paper is organized as follows. In the section 2 we recall some definitions and basic properties of Musielak-Orlicz-Sobolev. We introduce in the section 3 the assumptions on $a(x, \xi)$ under which our problem has at least one solution. The section 4 contains some useful lemmas for proving our main results. The section 5 will be devoted to show the existence and uniqueness of entropy solutions for our main problem (4).

## 2. Preliminaries

In this section, we introduce some definitions and known facts about Musielak-Orlicz-Sobolev spaces. The standard reference is [24].
2.1. Musielak-Orlicz function. Let $\Omega$ be an open bounded subset of $\mathbb{R}^{N}(N \geq 2)$ with smooth boundary conditions, and let $\varphi(x, t)$ be a real-valued function defined on $\Omega \times \mathbb{R}^{+}$, and satisfying the following two conditions :
(a): $\varphi(x, \cdot)$ is an $N$-function, i.e. convex, nondecreasing, continuous, $\varphi(x, 0)=0$, $\varphi(x, t)>0$ for all $t>0$, and :

$$
\lim _{t \rightarrow 0} \sup _{x \in \Omega} \frac{\varphi(x, t)}{t}=0 \quad, \quad \lim _{t \rightarrow \infty} \inf _{x \in \Omega} \frac{\varphi(x, t)}{t}=\infty
$$

$(b): \varphi(\cdot, t)$ is a measurable function.
A function $\varphi(x, t)$ which satisfies conditions (a) and (b) is called a Musielak-Orlicz function.
For every Musielak-Orlicz function $\varphi(x, t)$, we set $\varphi_{x}(t)=\varphi(x, t)$ and let $\varphi_{x}^{-1}(t)$ the reciprocal function with respect to $t$ of $\varphi_{x}(t)$, i.e.

$$
\varphi_{x}^{-1}(\varphi(x, t))=\varphi\left(x, \varphi_{x}^{-1}(t)\right)=t
$$

For any two Musielak-Orlicz functions $\varphi(x, t)$ and $\gamma(x, t)$, we introduce the following ordering:
(c): If there exist two positive constants $c$ and $T$ such that for almost everywhere $x \in \Omega$ :

$$
\varphi(x, t) \leq \gamma(x, c t) \quad \text { for } \quad t \geq T
$$

we write $\varphi \prec \gamma$, and we say that $\gamma$ dominate $\varphi$ globally if $T=0$, and near infinity if $T>0$.
(d): For every positive constant $c$ and almost everywhere $x \in \Omega$, if

$$
\lim _{t \rightarrow 0}\left(\sup _{x \in \Omega} \frac{\varphi(x, c t)}{\gamma(x, t)}\right)=0 \quad \text { or } \quad \lim _{t \rightarrow \infty}\left(\sup _{x \in \Omega} \frac{\varphi(x, c t)}{\gamma(x, t)}\right)=0
$$

we write $\varphi \prec \prec \gamma$ at 0 or near $\infty$ respectively, and we say that $\varphi$ increases essentially more slowly than $\gamma$ at 0 or near $\infty$ respectively.
The Musielak-Orlicz function $\psi(x, t)$ complementary to (or conjugate of) $\varphi(x, t)$, in the sense of Young with respect to the variable $t$, is given by

$$
\begin{equation*}
\psi(x, s)=\sup _{t \geq 0}\{s t-\varphi(x, t)\} \tag{5}
\end{equation*}
$$

and we have

$$
\begin{equation*}
s t \leq \psi(x, s)+\varphi(x, t) \quad \forall s, t \in \mathbb{R}^{+} . \tag{6}
\end{equation*}
$$

The Musielak-Orlicz function $\varphi(x, t)$ is said to satisfy the $\Delta_{2}$-condition if, there exists $k>0$ and a nonnegative function $h(\cdot) \in L^{1}(\Omega)$, such that

$$
\varphi(x, 2 t) \leq k \varphi(x, t)+h(x) \quad \text { a.e. } \quad x \in \Omega,
$$

for large values of $t$, or for all values of $t$.
2.2. Musielak-Orlicz Lebesgue spaces. In this paper, the measurability of a function $u: \Omega \mapsto \mathbb{R}$ means the Lebesgue measurability.
We define the functional

$$
\varrho_{\varphi, \Omega}(u)=\int_{\Omega} \varphi(x,|u(x)|) d x
$$

where $u: \Omega \mapsto \mathbb{R}$ is a measurable function. The set

$$
K_{\varphi}(\Omega)=\left\{u: \Omega \longmapsto \mathbb{R} \quad \text { measurable } / \varrho_{\varphi, \Omega}(u)<+\infty\right\}
$$

is called the Musielak-Orlicz class (or the generalized Orlicz class). The MusielakOrlicz spaces (or the generalized Orlicz spaces) $L_{\varphi}(\Omega)$ is the vector space generated
by $K_{\varphi}(\Omega)$, that is, $L_{\varphi}(\Omega)$ is the smallest linear space containing the set $K_{\varphi}(\Omega)$; equivalently

$$
L_{\varphi}(\Omega)=\left\{u: \Omega \longmapsto \mathbb{R} \quad \text { measurable } \quad / \varrho_{\varphi, \Omega}\left(\frac{|u(x)|}{\lambda}\right)<+\infty, \quad \text { for some } \lambda>0\right\} .
$$

In the space $L_{\varphi}(\Omega)$, we define the following two norms:

$$
\|u\|_{\varphi, \Omega}=\inf \left\{\lambda>0 / \int_{\Omega} \varphi\left(x, \frac{|u(x)|}{\lambda}\right) d x \leq 1\right\}
$$

which is called the Luxemburg norm, and the so-called Orlicz norm is given by:

$$
\left\|\left\|u\left|\|_{\varphi, \Omega}=\sup _{\|v\|_{\psi, \Omega} \leq 1} \int_{\Omega}\right| u(x) v(x) \mid d x\right.\right.
$$

where $\psi(x, t)$ is the Musielak-Orlicz function complementary (or conjugate) to $\varphi(x, t)$. These two norms are equivalent on the Musielak-Orlicz space $L_{\varphi}(\Omega)$.

The closure in $L_{\varphi}(\Omega)$ of the bounded measurable functions with compact support in $\bar{\Omega}$ is denoted by $E_{\varphi}(\Omega)$. It is a separable space and $\left(E_{\varphi}(\Omega)\right)^{*}=L_{\psi}(\Omega)$.

We have $E_{\varphi}(\Omega)=K_{\varphi}(\Omega)$ if and only if $K_{\varphi}(\Omega)=L_{\varphi}(\Omega)$ if and only if $\varphi(x, t)$ has the $\Delta_{2}$-condition for large values of $t$, or for all values of $t$.
2.3. Musielak-Orlicz-Sobolev spaces. We now turn to the Musielak-Orlicz-Sobolev space $W^{1} L_{\varphi}(\Omega)$ (resp. $W^{1} E_{\varphi}(\Omega)$ ) is the space of all measurable functions $u$ such that $u$ and its distributional derivatives up to order 1 lie in $L_{\varphi}(\Omega)$ (resp. $E_{\varphi}(\Omega)$ ). Let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ with nonnegative integers $\alpha_{i},|\alpha|=\left|\alpha_{1}\right|+\left|\alpha_{2}\right|+\ldots+\left|\alpha_{n}\right|$ and $D^{\alpha} u$ denotes the distributional derivatives.
We define the convex modular and the norm on the Musielak-Orlicz-Sobolev spaces $W^{1} L_{\varphi}(\Omega)$ respectively by,

$$
\varrho_{\varphi, \Omega}(u)=\sum_{|\alpha| \leq 1} \varrho_{\varphi, \Omega}\left(D^{\alpha} u\right) \quad \text { and } \quad\|u\|_{1, \varphi, \Omega}=\inf \left\{\lambda>0: \bar{\varrho}_{\varphi, \Omega}\left(\frac{u}{\lambda}\right) \leq 1\right\},
$$

for any $u \in W^{1} L_{\varphi}(\Omega)$.
The pair $\left\langle W^{1} L_{\varphi}(\Omega),\|u\|_{1, \varphi, \Omega}\right\rangle$ is a Banach space if $\varphi$ satisfies the following condition

$$
\text { there exists a constant } \quad c>0 \quad \text { such that } \inf _{x \in \Omega} \varphi(x, 1) \geq c
$$

The spaces $W^{1} L_{\varphi}(\Omega)$ and $W^{1} E_{\varphi}(\Omega)$ can be identified with subspaces of the product of $n+1$ copies of $L_{\varphi}(\Omega)$. Denoting this product by $\Pi L_{\varphi}(\Omega)$, we will use the weak topologies $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$ and $\sigma\left(\Pi E_{\psi}(\Omega), \Pi L_{\varphi}(\Omega)\right)$.

The space $W_{0}^{1} E_{\varphi}(\Omega)$ is defined as the (norm) closure of the Schwartz space $\mathrm{D}(\Omega)$ in $W^{1} E_{\varphi}(\Omega)$, and the space $W_{0}^{1} L_{\varphi}(\Omega)$ as the $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$ closure of $\mathrm{D}(\Omega)$ in $W^{1} L_{\varphi}(\Omega)$, (for more details on Musielak-Orlicz-Sobolev spaces we refer to [24]).
2.4. Dual space. Let $W^{-1} L_{\psi}(\Omega)$ (resp. $\left.W^{-1} E_{\psi}(\Omega)\right)$ denotes the space of distributions on $\Omega$ which can be written as sums of derivatives of order $\leq 1$ of functions in $L_{\psi}(\Omega)$ (resp. $E_{\psi}(\Omega)$ ). It is a Banach space under the usual quotient norm.

If $\psi(x, t)$ has the $\Delta_{2}$-condition, then the space $\mathrm{D}(\Omega)$ is dense in $W_{0}^{1} L_{\varphi}(\Omega)$ for the topology $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi L_{\psi}(\Omega)\right)$ (see corollary 1 of $[9]$ ).

## 3. Essential assumptions

Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N}(N \geq 2)$ with smooth boundary conditions. Let $\varphi(x, t)$ be a Musielak-Orlicz function and $\psi(x, t)$ the Musielak-Orlicz function complementary (or conjugate) to $\varphi(x, t)$. We assume here that $\psi(x, t)$ satisfying the $\Delta_{2}$-condition near infinity, therefore $L_{\psi}(\Omega)=E_{\psi}(\Omega)$.
We assume that there exists an Orlicz function $M(t)$ such that $M(t) \prec \varphi(x, t)$ near infinity, i.e. there exist two constants $c>0$ and $T \geq 0$ such that

$$
\begin{equation*}
M(t) \leq \varphi(x, c t) \quad \text { a.e. in } \quad \Omega \quad \text { for } \quad t \geq T \tag{7}
\end{equation*}
$$

Let $\Psi(\cdot)$ be a measurable function on $\Omega$, such that

$$
\Psi^{+}(\cdot) \in W_{0}^{1} L_{\varphi}(\Omega) \cap L^{\infty}(\Omega)
$$

and we consider the convex set

$$
K_{\Psi}=\left\{v \in W_{0}^{1} L_{\varphi}(\Omega) \text { such that } v \geq \Psi \text { a.e. in } \Omega\right\}
$$

The Leray-Lions operator $A: D(A) \subset W_{0}^{1} L_{\varphi}(\Omega) \longmapsto W^{-1} L_{\psi}(\Omega)$ given by

$$
A(u)=-\operatorname{div} a(x, \nabla u)
$$

where $a: \Omega \times \mathbb{R}^{N} \longmapsto \mathbb{R}$ is a Carathéodory function (measurable with respect to $x$ in $\Omega$ for every $\xi$ in $\mathbb{R}^{N}$, and continuous with respect to $\xi$ in $\mathbb{R}^{N}$ for almost every $x$ in $\Omega$ ) which satisfies the following conditions

$$
\begin{gather*}
|a(x, \xi)| \leq \beta\left(K(x)+k_{1} \psi_{x}^{-1}\left(\varphi\left(x, k_{2}|\xi|\right)\right)\right)  \tag{8}\\
\left(a(x, \xi)-a\left(x, \xi^{*}\right)\right) \cdot\left(\xi-\xi^{*}\right)>0 \quad \text { for } \quad \xi \neq \xi^{*}  \tag{9}\\
a(x, \xi) \cdot \xi \geq \alpha \varphi(x,|\xi|) \tag{10}
\end{gather*}
$$

for a.e. $x \in \Omega$ and all $\xi \in \mathbb{R}^{N}$, where $K(x)$ is a nonnegative function lying in $E_{\psi}(\Omega)$ and $\alpha, \beta>0$ and $k_{1}, k_{2} \geq 0$.
We consider the quasilinear unilateral elliptic problem

$$
\begin{cases}-\operatorname{div} a(x, \nabla u)=f & \text { in } \Omega  \tag{11}\\ u=0 & \text { in } \partial \Omega\end{cases}
$$

with $f \in L^{1}(\Omega)$. We study the existence of entropy solution in the Musielak-OrliczSobolev spaces.

## 4. Some technical lemmas

Now, we present some lemmas useful in the proof of our main results.
Lemma 4.1. (see [20], Theorem 13.47) Let $\left(u_{n}\right)_{n}$ be a sequence in $L^{1}(\Omega)$ and $u \in$ $L^{1}(\Omega)$ such that
(i): $u_{n} \rightarrow u$ a.e. in $\Omega$,
(ii): $u_{n} \geq 0$ and $u \geq 0$ a.e. in $\Omega$,
(iii): $\int_{\Omega} u_{n} d x \rightarrow \int_{\Omega} u d x$,
then $u_{n} \rightarrow u$ in $L^{1}(\Omega)$.
Lemma 4.2. Assuming that (8)-(10) hold, and let $\left(u_{n}\right)_{n}$ be a sequence in $W_{0}^{1} L_{\varphi}(\Omega)$ such that
(i): $u_{n} \rightharpoonup u$ weakly in $W_{0}^{1} L_{\varphi}(\Omega)$ for $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$,
(ii): $\left(a\left(x, \nabla u_{n}\right)\right)_{n}$ is bounded in $\left(L_{\psi}(\Omega)\right)^{N}=\left(E_{\psi}(\Omega)\right)^{N}$,
(iii): Let $\Omega_{s}=\{x \in \Omega, \quad|\nabla u| \leq s\}$ and $\chi_{s}$ his characteristic function, with

$$
\begin{equation*}
\int_{\Omega}\left(a\left(x, \nabla u_{n}\right)-a\left(x, \nabla u \chi_{s}\right)\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x \longrightarrow 0 \quad \text { as } \quad n, s \rightarrow \infty \tag{12}
\end{equation*}
$$

then $\varphi\left(x,\left|\nabla u_{n}\right|\right) \longrightarrow \varphi(x,|\nabla u|) \quad$ in $\quad L^{1}(\Omega)$ for a subsequence.
Proof. Taking $s \geq r>0$, we have :

$$
\begin{align*}
0 \leq & \int_{\Omega_{r}}\left(a\left(x, \nabla u_{n}\right)-a(x, \nabla u)\right) \cdot\left(\nabla u_{n}-\nabla u\right) d x \\
& \leq \int_{\Omega_{s}}\left(a\left(x, \nabla u_{n}\right)-a(x, \nabla u)\right) \cdot\left(\nabla u_{n}-\nabla u\right) d x \\
& =\int_{\Omega_{s}}\left(a\left(x, \nabla u_{n}\right)-a\left(x, \nabla u \chi_{s}\right)\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x  \tag{13}\\
& \leq \int_{\Omega}\left(a\left(x, \nabla u_{n}\right)-a\left(x, \nabla u \chi_{s}\right)\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x .
\end{align*}
$$

thanks to (12), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega_{r}}\left(a\left(x, \nabla u_{n}\right)-a(x, \nabla u)\right) \cdot\left(\nabla u_{n}-\nabla u\right) d x=0 \tag{14}
\end{equation*}
$$

Using the same argument as in [15], we claim that,

$$
\begin{equation*}
\nabla u_{n} \longrightarrow \nabla u \quad \text { a.e. in } \quad \Omega \tag{15}
\end{equation*}
$$

On the other hand, we have

$$
\begin{gather*}
\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x=\int_{\Omega}\left(a\left(x, \nabla u_{n}\right)-a\left(x, \nabla u \chi_{s}\right)\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x  \tag{16}\\
\quad+\int_{\Omega} a\left(x, \nabla u \chi_{s}\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x+\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u \chi_{s} d x
\end{gather*}
$$

For the second term on the right-hand side of (16), having in mind that $\psi(x, s)$ verify $\Delta_{2}$-condition, then $L_{\psi}(\Omega)=E_{\psi}(\Omega)$, and thanks to (8) we have $a\left(x, \nabla u \chi_{s}\right) \in$ $\left(E_{\psi}(\Omega)\right)^{N}$. Moreover, we have $\nabla u_{n} \rightharpoonup \nabla u$ weakly in $\left(L_{\varphi}(\Omega)\right)^{N}$ for $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$, then

$$
\begin{align*}
\lim _{s, n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u \chi_{s}\right) \cdot\left(\nabla u_{n}-\nabla u \chi_{s}\right) d x & =\lim _{s \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u \chi_{s}\right) \cdot\left(\nabla u-\nabla u \chi_{s}\right) d x \\
& =\lim _{s \rightarrow \infty} \int_{\Omega / \Omega_{s}} a(x, 0) \cdot \nabla u d x=0 \tag{17}
\end{align*}
$$

Concerning the last term on the right-hand side of (16), since $\left(a\left(x, \nabla u_{n}\right)\right)_{n}$ is bounded in $\left(E_{\psi}(\Omega)\right)^{N}$ and using (15), we obtain

$$
a\left(x, \nabla u_{n}\right) \rightharpoonup a(x, \nabla u) \quad \text { weakly in } \quad\left(E_{\psi}(\Omega)\right)^{N} \quad \text { for } \quad \sigma\left(\Pi E_{\psi}(\Omega), \Pi L_{\varphi}(\Omega)\right)
$$

which implies that

$$
\begin{align*}
\lim _{s, n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u \chi_{s} d x & =\lim _{s \rightarrow \infty} \int_{\Omega} a(x, \nabla u) \cdot \nabla u \chi_{s} d x  \tag{18}\\
& =\int_{\Omega} a(x, \nabla u) \cdot \nabla u d x
\end{align*}
$$

By combining (12) and (16) - (18), we conclude that

$$
\begin{equation*}
\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \longrightarrow \int_{\Omega} a(x, \nabla u) \cdot \nabla u d x \quad \text { as } \quad n \rightarrow \infty . \tag{19}
\end{equation*}
$$

On the other hand, we have $\varphi\left(x,\left|\nabla u_{n}\right|\right) \geq 0$ and $\varphi\left(x,\left|\nabla u_{n}\right|\right) \rightarrow \varphi(x,|\nabla u|)$ a.e. in $\Omega$, by using the Fatou's Lemma we obtain

$$
\begin{equation*}
\int_{\Omega} \varphi(x,|\nabla u|) d x \leq \liminf _{n \rightarrow \infty} \int_{\Omega} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \tag{20}
\end{equation*}
$$

Moreover, since $a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n}-\alpha \varphi\left(x,\left|\nabla u_{n}\right|\right) \geq 0$ and

$$
a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n}-\alpha \varphi\left(x,\left|\nabla u_{n}\right|\right) \longrightarrow a(x, \nabla u) \cdot \nabla u-\alpha \varphi(x,|\nabla u|) \quad \text { a.e. in } \quad \Omega,
$$

Thanks to Fatou's Lemma, we get

$$
\int_{\Omega} a(x, \nabla u) \cdot \nabla u-\alpha \varphi(x,|\nabla u|) d x \leq \liminf _{n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n}-\alpha \varphi\left(x,\left|\nabla u_{n}\right|\right) d x
$$

using (19), we obtain

$$
\begin{equation*}
\int_{\Omega} \varphi(x,|\nabla u|) d x \geq \limsup _{n \rightarrow \infty} \int_{\Omega} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \tag{21}
\end{equation*}
$$

By combining (20) and (21), we deduce

$$
\begin{equation*}
\int_{\Omega} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \longrightarrow \int_{\Omega} \varphi(x,|\nabla u|) d x \quad \text { as } \quad n \rightarrow \infty . \tag{22}
\end{equation*}
$$

In view of Lemma 4.1, we conclude that

$$
\begin{equation*}
\varphi\left(x,\left|\nabla u_{n}\right|\right) \longrightarrow \varphi(x,|\nabla u|) \quad \text { in } \quad L^{1}(\Omega), \tag{23}
\end{equation*}
$$

which finishes our proof.

## 5. Main results

Let $k>0$, we define the truncation function $T_{k}(\cdot): \mathbb{R} \longmapsto \mathbb{R}$ by

$$
T_{k}(s)=\left\{\begin{array}{ccc}
s & \text { if } & |s| \leq k \\
k \frac{s}{|s|} & \text { if } & |s|>k
\end{array}\right.
$$

Definition 5.1. A measurable function $u$ is called an entropy solution of the quasilinear unilateral elliptic problem (11) if

$$
\left\{\begin{array}{l}
T_{k}(u) \in K_{\Psi} \quad \text { for any } \quad k>\left\|\Psi^{+}\right\|_{\infty},  \tag{24}\\
\int_{\Omega} a(x, \nabla u) \cdot \nabla T_{k}(u-v) d x \leq \int_{\Omega} f T_{k}(u-v) d x \quad \forall v \in K_{\Psi} \cap L^{\infty}(\Omega) .
\end{array}\right.
$$

Theorem 5.1. Assuming that (7) - (10) hold, and $f \in L^{1}(\Omega)$, Then, the problem (11) has a unique entropy solution.

### 5.1. Existence of entropy solution.

Step 1: Approximate problems. Let $\left(f_{n}\right)_{n \in \mathbb{N}} \in W^{-1} E_{\psi}(\Omega) \cap L^{\infty}(\Omega)$ be a sequence of smooth functions such that $f_{n} \rightarrow f$ in $L^{1}(\Omega)$ and $\left|f_{n}\right| \leq|f|\left(\right.$ for example $f_{n}=T_{n}(f)$ ). We consider the approximate problem
$\left(P_{n}\right)\left\{\begin{array}{l}u_{n} \in K_{\Psi}, \\ \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla\left(u_{n}-v\right) d x \leq \int_{\Omega} f_{n}\left(u_{n}-v\right) d x \quad \text { for any } \quad v \in K_{\Psi} \cap L^{\infty}(\Omega) .\end{array}\right.$
Let $X=K_{\Psi}$, we define the operator $A: X \longmapsto X^{*}$ by

$$
\langle A u, v\rangle=\int_{\Omega} a(x, \nabla u) \cdot \nabla v d x \quad \forall v \in K_{\Psi}
$$

Using (6), we have for any $u, v \in K_{\Psi}$,

$$
\begin{align*}
& \left|\int_{\Omega} a(x, \nabla u) \cdot \nabla v d x\right| \leq \int_{\Omega} \beta\left(K(x)+k_{1} \psi_{x}^{-1}\left(\varphi\left(x, k_{2}|\nabla u|\right)\right)\right)|\nabla v| d x \\
& \quad \leq \beta \int_{\Omega} \psi(x, K(x)) d x+\beta k_{1} \int_{\Omega} \varphi\left(x, k_{2}|\nabla u|\right) d x+\beta\left(1+k_{1}\right) \int_{\Omega} \varphi(x,|\nabla v|) d x \tag{26}
\end{align*}
$$

Lemma 5.2. The operator $A$ acted from $W_{0}^{1} L_{\varphi}(\Omega)$ in to $W^{-1} L_{\psi}(\Omega)=W^{-1} E_{\psi}(\Omega)$ is bounded and pseudo-monotone. Moreover, $A$ is coercive in the following sense : there exists $v_{0} \in K_{\Psi}$ such that

$$
\frac{\left\langle A v, v-v_{0}\right\rangle}{\|v\|_{1, \varphi, \Omega}} \longrightarrow \infty \quad \text { as } \quad\|v\|_{1, \varphi, \Omega} \rightarrow \infty \quad \text { for } \quad v \in K_{\Psi}
$$

Proof of Lemma 5.2. In view of (26), the operator $A$ is bounded. For the coercivity, let $\varepsilon>0$, we have for $v_{0} \in K_{\Psi}$ and any $v \in W_{0}^{1} L_{\varphi}(\Omega)$

$$
\begin{aligned}
\left|\left\langle A v, v_{0}\right\rangle\right| \leq & \int_{\Omega}|a(x, \nabla v)|\left|\nabla v_{0}\right| d x \leq \beta \int_{\Omega}\left(K(x)+k_{1} \psi_{x}^{-1}\left(\varphi\left(x, k_{2}|\nabla v|\right)\right)\right)\left|\nabla v_{0}\right| d x \\
\leq & \beta \int_{\Omega} K(x)\left|\nabla v_{0}\right| d x+\beta k_{1} \varepsilon \int_{\Omega} \psi_{x}^{-1}\left(\varphi\left(x, k_{2}|\nabla v|\right)\right) \frac{1}{\varepsilon}\left|\nabla v_{0}\right| d x \\
\leq & \beta \int_{\Omega} \psi(x, K(x)) d x+\beta \int_{\Omega} \varphi\left(x,\left|\nabla v_{0}\right|\right) d x+\beta k_{1} \varepsilon \int_{\Omega} \varphi\left(x, k_{2}|\nabla v|\right) d x \\
& \quad+\beta k_{1} \varepsilon \int_{\Omega} \varphi\left(x, \frac{1}{\varepsilon}\left|\nabla v_{0}\right|\right) d x \\
\leq & c_{\varepsilon} \int_{\Omega} \varphi(x,|\nabla v|) d x+\beta\left(k_{1} \varepsilon+1\right) \int_{\Omega} \varphi\left(x,\left(\frac{1}{\varepsilon}+1\right)\left|\nabla v_{0}\right|\right) d x+C_{1}
\end{aligned}
$$

with $c_{\varepsilon}$ is a constant depending on $\varepsilon$. By taking $\varepsilon$ small enough such that $c_{\varepsilon} \leq \frac{\alpha}{2}$, we obtain

$$
\left\langle A v, v_{0}\right\rangle \leq \frac{\alpha}{2} \int_{\Omega} \varphi(x,|\nabla v|) d x+\beta\left(k_{1} \varepsilon+1\right) \int_{\Omega} \varphi\left(x,\left(\frac{1}{\varepsilon}+1\right)\left|\nabla v_{0}\right|\right) d x+C_{1}
$$

On the other hand, in view of (10), we have

$$
\langle A v, v\rangle=\int_{\Omega} a(x, \nabla v) \cdot \nabla v d x \geq \alpha \int_{\Omega} \varphi(x,|\nabla v|) d x
$$

Therefore

$$
\begin{aligned}
& \frac{\left\langle A v, v-v_{0}\right\rangle}{\|v\|_{1, \varphi, \Omega}}=\frac{\langle A v, v\rangle-\left\langle A v, v_{0}\right\rangle}{\|v\|_{1, \varphi, \Omega}} \\
& \geq \frac{\alpha \int_{\Omega} \varphi(x,|\nabla v|) d x-\frac{\alpha}{2} \int_{\Omega} \varphi(x,|\nabla v|) d x-\beta\left(k_{1} \varepsilon+1\right) \int_{\Omega} \varphi\left(x,\left(\frac{1}{\varepsilon}+1\right)\left|\nabla v_{0}\right|\right) d x+C_{1}}{\|v\|_{1, \varphi, \Omega}} \\
& =\frac{\frac{\alpha}{2} \int_{\Omega} \varphi(x,|\nabla v|) d x-\beta\left(k_{1} \varepsilon+1\right) \int_{\Omega} \varphi\left(x,\left(\frac{1}{\varepsilon}+1\right)\left|\nabla v_{0}\right|\right) d x+C_{1}}{\|v\|_{1, \varphi, \Omega}} \longrightarrow \infty
\end{aligned}
$$

as $\|v\|_{1, \varphi, \Omega}$ goes to infinity.
It remains to show that $A$ is pseudo-monotone. Let $\left(u_{k}\right)_{k}$ be a sequence in $W_{0}^{1} L_{\varphi}(\Omega)$ such that

$$
\left\{\begin{array}{ccc}
u_{k} \rightharpoonup u \text { in } W_{0}^{1} L_{\varphi}(\Omega) & \text { for } & \sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)  \tag{27}\\
A u_{k} \rightharpoonup \chi \text { in } W^{-1} E_{\psi}(\Omega) & \text { for } & \sigma\left(\Pi E_{\psi}(\Omega), \Pi L_{\varphi}(\Omega)\right), \\
\limsup _{k \rightarrow \infty}\left\langle A u_{k}, u_{k}\right\rangle \leq\langle\chi, u\rangle . &
\end{array}\right.
$$

We will prove that

$$
\chi=A u \text { and }\left\langle A u_{k}, u_{k}\right\rangle \rightarrow\langle\chi, u\rangle \text { as } k \rightarrow \infty
$$

Firstly, since $W_{0}^{1} L_{\varphi}(\Omega) \hookrightarrow \hookrightarrow E_{\varphi}(\Omega)$, then $u_{k} \rightarrow u$ in $E_{\varphi}(\Omega)$ for a subsequence still denoted $\left(u_{k}\right)_{k}$.
As $\left(u_{k}\right)_{k}$ is a bounded sequence in $W_{0}^{1} L_{\varphi}(\Omega)$ and thanks to the growth condition (8), it follows that $\left(a\left(x, \nabla u_{k}\right)\right)_{k}$ is bounded in $\left(E_{\psi}(\Omega)\right)^{N}$. Therefore, there exists a function $\xi \in\left(E_{\psi}(\Omega)\right)^{N}$ such that

$$
\begin{equation*}
a\left(x, \nabla u_{k}\right) \rightharpoonup \xi \quad \text { in } \quad\left(E_{\psi}(\Omega)\right)^{N} \quad \text { for } \quad \sigma\left(\Pi E_{\psi}(\Omega), \Pi L_{\varphi}(\Omega)\right) \quad \text { as } \quad k \rightarrow \infty \tag{28}
\end{equation*}
$$

It is clear that, for all $v \in W_{0}^{1} L_{\varphi}(\Omega)$, we have

$$
\begin{equation*}
\langle\chi, v\rangle=\lim _{k \rightarrow \infty}\left\langle A u_{k}, v\right\rangle=\lim _{k \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla v d x=\int_{\Omega} \xi \cdot \nabla v d x \tag{29}
\end{equation*}
$$

By using (27) and (29), we obtain

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\langle A u_{k}, u_{k}\right\rangle=\limsup _{k \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla u_{k} d x \leq \int_{\Omega} \xi \cdot \nabla u d x . \tag{30}
\end{equation*}
$$

On the other hand, thanks to (9), we have

$$
\begin{equation*}
\int_{\Omega}\left(a\left(x, \nabla u_{k}\right)-a(x, \nabla u)\right) \cdot\left(\nabla u_{k}-\nabla u\right) d x \geq 0 \tag{31}
\end{equation*}
$$

then

$$
\int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla u_{k} d x \geq \int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla u d x+\int_{\Omega} a(x, \nabla u) \cdot\left(\nabla u_{k}-\nabla u\right) d x
$$

In view of (28), we have

$$
\liminf _{k \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla u_{k} d x \geq \int_{\Omega} \xi \cdot \nabla u d x
$$

and (30) yields

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{k}\right) \cdot \nabla u_{k} d x=\int_{\Omega} \xi \cdot \nabla u d x \tag{32}
\end{equation*}
$$

Combining (29) and (32), we find:

$$
\begin{equation*}
\left\langle A u_{k}, u_{k}\right\rangle \rightarrow\langle\chi, u\rangle \quad \text { as } \quad k \rightarrow \infty . \tag{33}
\end{equation*}
$$

In view of (32), we have

$$
\lim _{k \rightarrow \infty} \int_{\Omega}\left(a\left(x, \nabla u_{k}\right)-a(x, \nabla u)\right) \cdot\left(\nabla u_{k}-\nabla u\right) d x \rightarrow 0
$$

which implies, thanks to Lemma 4.2, that

$$
u_{k} \rightarrow u \quad \text { in } \quad W_{0}^{1} L_{\varphi}(\Omega) \quad \text { and } \quad \nabla u_{k} \rightarrow \nabla u \quad \text { a.e. in } \Omega,
$$

then

$$
a\left(x, \nabla u_{k}\right) \rightharpoonup a(x, \nabla u) \quad \text { in } \quad\left(E_{\psi}(\Omega)\right)^{N}
$$

we deduce that $\chi=A u$, which completes the proof the Lemma 5.2.
In view of Lemma 5.2, there exists at least one weak solution $u_{n} \in W_{0}^{1} L_{\varphi}(\Omega)$ of the problem (25), (cf. [10], Lemma 6).

Step 2 : A priori estimates. Taking $v=u_{n}-\eta T_{k}\left(u_{n}-\Psi^{+}\right) \in W_{0}^{1} L_{\varphi}(\Omega)$, for $\eta$ small enough we have $v \geq \Psi$, thus $v$ is an admissible test function in (25), and we obtain

$$
\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-\Psi^{+}\right) d x \leq \int_{\Omega} f_{n} T_{k}\left(u_{n}-\Psi^{+}\right) d x
$$

Since $\nabla T_{k}\left(u_{n}-\Psi^{+}\right)$is identically zero on the set $\left\{\left|u_{n}-\Psi^{+}\right|>k\right\}$, we can write

$$
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla\left(u_{n}-\Psi^{+}\right) d x \leq \int_{\Omega} f_{n} T_{k}\left(u_{n}-\Psi^{+}\right) d x \leq C_{2} k
$$

with $C_{2}=\|f\|_{1}$, it follows that

$$
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \leq C_{2} k+\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla \Psi^{+} d x .
$$

Let $0<\lambda<\frac{\alpha}{\alpha+1}$, it's clear that

$$
\begin{equation*}
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \leq C_{2} k+\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \frac{\nabla \Psi^{+}}{\lambda} d x \tag{34}
\end{equation*}
$$

Thanks to (9), we have

$$
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}}\left(a\left(x, \nabla u_{n}\right)-a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right)\right) \cdot\left(\nabla u_{n}-\frac{\nabla \Psi^{+}}{\lambda}\right) d x \geq 0
$$

then

$$
\begin{aligned}
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \frac{\nabla \Psi^{+}}{\lambda} d x \leq & \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \\
& -\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot\left(\nabla u_{n}-\frac{\nabla \Psi^{+}}{\lambda}\right) d x .
\end{aligned}
$$

Which yields thanks to (34), that

$$
\begin{aligned}
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \leq & C_{2} k+\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \\
& -\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot\left(\nabla u_{n}-\frac{\nabla \Psi^{+}}{\lambda}\right) d x .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{array}{r}
(1-\lambda) \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x \leq C_{2} k+\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot \frac{\nabla \Psi^{+}}{\lambda} d x \\
-\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot \nabla u_{n} d x \tag{35}
\end{array}
$$

In view of (6), we have

$$
\begin{aligned}
\left|\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot \nabla u_{n} d x\right| \leq & \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \psi\left(x,\left|a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right)\right|\right) d x \\
& +\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x .
\end{aligned}
$$

Having in mind (10) and (35), we obtain

$$
\begin{aligned}
& (\alpha(1-\lambda)-\lambda) \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \\
& \leq(1-\lambda) \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \nabla u_{n}\right) \cdot \nabla u_{n} d x-\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \\
& \leq C_{2} k+\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right) \cdot \frac{\nabla \Psi^{+}}{\lambda} d x+\lambda \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \psi\left(x,\left|a\left(x, \frac{\nabla \Psi^{+}}{\lambda}\right)\right|\right) d x,
\end{aligned}
$$

then,

$$
\begin{equation*}
\int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \leq C_{3} k \quad \text { for } \quad k \geq 1 . \tag{36}
\end{equation*}
$$

On the other hand, since $\left\{\left|u_{n}\right| \leq k\right\} \subset\left\{\left|u_{n}-\Psi^{+}\right| \leq k+\left\|\Psi^{+}\right\|_{\infty}\right\}$, then

$$
\begin{aligned}
\int_{\Omega} \varphi\left(x,\left|\nabla T_{k}\left(u_{n}\right)\right|\right) d x & =\int_{\left\{\left|u_{n}\right| \leq k\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \\
& \leq \int_{\left\{\left|u_{n}-\Psi^{+}\right| \leq k+| | \Psi^{+} \|_{\infty}\right\}} \varphi\left(x,\left|\nabla u_{n}\right|\right) d x \\
& \leq C_{3}\left(k+\left\|\Psi^{+}\right\|_{\infty}\right)
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\int_{\Omega} \varphi\left(x,\left|\nabla T_{k}\left(u_{n}\right)\right|\right) d x \leq C_{4} k \quad \text { for } \quad k \geq \max \left(1,\left\|\Psi^{+}\right\|_{\infty}\right) \tag{37}
\end{equation*}
$$

with $C_{4}$ is a constant that does not depend on $n$ and $k$.
Thus $\left(T_{k}\left(u_{n}\right)\right)_{n}$ is bounded in $W_{0}^{1} L_{\varphi}(\Omega)$ uniformly in $n$, then there exists a subsequence still denoted $\left(T_{k}\left(u_{n}\right)\right)_{n \in \mathbb{N}}$ and $v_{k} \in W_{0}^{1} L_{\varphi}(\Omega)$ such that

$$
\begin{cases}T_{k}\left(u_{n}\right) \rightharpoonup v_{k} & \text { weakly in } \quad W_{0}^{1} L_{\varphi}(\Omega) \text { for } \sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right),  \tag{38}\\ T_{k}\left(u_{n}\right) \rightarrow v_{k} & \text { strongly in } \quad E_{\varphi}(\Omega) \text { and } \quad \text { a.e in } \Omega .\end{cases}
$$

Step 3:Convergence in measure of $u_{n}$. In view of (7), we have

$$
M(t) \leq \varphi(x, c t) \quad \text { a.e. in } \quad \Omega \quad \text { with } \quad \lim _{t \rightarrow 0} \frac{M(t)}{t}=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \frac{M(t)}{t}=\infty
$$

In view of ([15], Lemma 5.7), there exists two positive constants $C_{5}$ and $C_{6}$, and a function $q(\cdot) \in L^{1}(\Omega)$ such that
$C_{5} \int_{\Omega} M\left(\left|T_{k}\left(u_{n}\right)\right|\right) d x+\int_{\Omega} q(x) d x \leq \int_{\Omega} M\left(C_{6}\left|\nabla T_{k}\left(u_{n}\right)\right|\right)+q(x) d x \leq \int_{\Omega} \varphi\left(x,\left|\nabla T_{k}\left(u_{n}\right)\right|\right) d x$.
So, in virtue of (37), we obtain

$$
\begin{equation*}
\int_{\Omega} M\left(\left|T_{k}\left(u_{n}\right)\right|\right) d x \leq k C_{7} \quad \text { for } \quad k \geq \max \left(1,\left\|\Psi^{+}\right\|_{\infty}\right) \tag{39}
\end{equation*}
$$

Then, we deduce that,

$$
\begin{aligned}
M(k) \operatorname{meas}\left(\left\{\left|u_{n}\right|>k\right\}\right) & =\int_{\left\{\left|u_{n}\right|>k\right\}} M\left(\left|T_{k}\left(u_{n}\right)\right|\right) d x \\
& \leq \int_{\Omega} M\left(\left|T_{k}\left(u_{n}\right)\right|\right) d x \leq k C_{7}
\end{aligned}
$$

hence,

$$
\begin{equation*}
\operatorname{meas}\left(\left\{\left|u_{n}\right|>k\right\}\right)=\frac{k C_{7}}{M(k)} \longrightarrow 0 \quad \text { as } \quad k \rightarrow+\infty \tag{40}
\end{equation*}
$$

For all $\delta>0$, we have

$$
\begin{array}{r}
\operatorname{meas}\left\{\left|u_{n}-u_{m}\right|>\delta\right\} \leq \operatorname{meas}\left\{\left|u_{n}\right|>k\right\}+\operatorname{meas}\left\{\left|u_{m}\right|>k\right\} \\
+\operatorname{meas}\left\{\left|T_{k}\left(u_{n}\right)-T_{k}\left(u_{m}\right)\right|>\delta\right\}
\end{array}
$$

Let $\varepsilon>0$, using (40) we may choose $k=k(\varepsilon)$ large enough such that

$$
\begin{equation*}
\operatorname{meas}\left\{\left|u_{n}\right|>k\right\} \leq \frac{\varepsilon}{3} \quad \text { and } \quad \text { meas }\left\{\left|u_{m}\right|>k\right\} \leq \frac{\varepsilon}{3} \tag{41}
\end{equation*}
$$

Moreover, in view of (38) we have $T_{k}\left(u_{n}\right) \rightarrow v_{k}$ strongly in $E_{\varphi}(\Omega)$, then, we can assume that $\left(T_{k}\left(u_{n}\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in measure. Thus, for all $k>0$ and $\delta, \varepsilon>0$, there exists $n_{0}=n_{0}(k, \delta, \varepsilon)$ such that

$$
\begin{equation*}
\operatorname{meas}\left\{\left|T_{k}\left(u_{n}\right)-T_{k}\left(u_{m}\right)\right|>\delta\right\} \leq \frac{\varepsilon}{3} \quad \text { for all } m, n \geq n_{0}(k, \delta, \varepsilon) \tag{42}
\end{equation*}
$$

By combining (41) - (42), we conclude that

$$
\forall \delta, \varepsilon>0 \quad \text { there exists } \quad n_{0}=n_{0}(\delta, \varepsilon) \quad \text { such that } \quad \operatorname{meas}\left\{\left|u_{n}-u_{m}\right|>\delta\right\} \leq \varepsilon
$$

for any $n, m \geq n_{0}(\delta, \varepsilon)$. It follows that $\left(u_{n}\right)_{n}$ is a Cauchy sequence in measure, then converges almost everywhere, for a subsequence, to some measurable function $u$. Consequently, we have

$$
\begin{cases}T_{k}\left(u_{n}\right) \rightharpoonup T_{k}(u) & \text { weakly in } \quad W_{0}^{1} L_{\varphi}(\Omega) \quad \text { for } \quad \sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)  \tag{43}\\ T_{k}\left(u_{n}\right) \rightarrow T_{k}(u) & \text { strongly in } \quad E_{\varphi}(\Omega) .\end{cases}
$$

Step 4 : Strong convergence of truncations. In the sequel, we denote by $\varepsilon_{i}(n), i=$ $1,2, \ldots$ various real-valued functions of real variables that converges to 0 as $n$ tends to infinity.
Let $h>k>0$, we define

$$
M:=4 k+h, \quad z_{n}:=u_{n}-T_{h}\left(u_{n}\right)+T_{k}\left(u_{n}\right)-T_{k}(u) \quad \text { and } \quad \omega_{n}:=T_{2 k}\left(z_{n}\right)
$$

Taking $v=u_{n}-\eta \omega_{n}$, we have $v \geq \Psi$ for $\eta$ small enough, thus $v$ is an admissible test function in (25), and since $\nabla \omega_{n}=0$ on $\left\{\left|u_{n}\right| \geq M\right\}$, we obtain

$$
\int_{\left\{\left|u_{n}\right| \leq M\right\}} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot \nabla \omega_{n} d x \leq \int_{\Omega} f_{n} \omega_{n} d x
$$

We have $\omega_{n}=T_{k}\left(u_{n}\right)-T_{k}(u)$ on $\left\{\left|u_{n}\right| \leq k\right\}$, we conclude that

$$
\begin{align*}
& \int_{\left\{\left|u_{n}\right| \leq k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u)\right) d x  \tag{44}\\
& \quad+\int_{\left\{k<\left|u_{n}\right| \leq M\right\}} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot \nabla \omega_{n} d x \leq \int_{\Omega} f_{n} \omega_{n} d x
\end{align*}
$$

Concerning the second term on the left-hand side of (44), we have

$$
\begin{aligned}
& \int_{\left\{k<\left|u_{n}\right| \leq M\right\}} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot \nabla \omega_{n} d x \\
& \quad=\int_{\left\{k<\left|u_{n}\right| \leq M\right\} \cap\left\{\left|z_{n}\right| \leq 2 k\right\}} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot \nabla\left(u_{n}-T_{h}\left(u_{n}\right)+T_{k}\left(u_{n}\right)-T_{k}(u)\right) d x \\
& \quad \geq-\int_{\left\{k<\left|u_{n}\right| \leq M\right\}}\left|a\left(x, \nabla T_{M}\left(u_{n}\right)\right)\right|\left|\nabla T_{k}(u)\right| d x,
\end{aligned}
$$

We have $\nabla T_{k}(u) \in\left(L_{\varphi}(\Omega)\right)^{N}$, and since $\left(\left|a\left(x, \nabla T_{M}\left(u_{n}\right)\right)\right|\right)_{n}$ is bounded in $L_{\psi}(\Omega)=$ $E_{\psi}(\Omega)$, there exists $\zeta \in E_{\psi}(\Omega)$ such that $\left|a\left(x, \nabla T_{M}\left(u_{n}\right)\right)\right| \rightharpoonup \zeta$ weakly in $E_{\psi}(\Omega)$ for $\sigma\left(E_{\psi}(\Omega), L_{\varphi}(\Omega)\right)$. Therefore,

$$
\begin{equation*}
\int_{\left\{k<\left|u_{n}\right| \leq M\right\}}\left|a\left(x, \nabla T_{M}\left(u_{n}\right)\right)\right|\left|\nabla T_{k}(u)\right| d x \longrightarrow \int_{\{k<|u| \leq M\}} \zeta\left|\nabla T_{k}(u)\right| d x=0 \tag{45}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\int_{\left\{k<\left|u_{n}\right| \leq M\right\}} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot \nabla \omega_{n} d x \geq \varepsilon_{1}(n) \tag{46}
\end{equation*}
$$

Then, since $f_{n} \rightarrow f$ in $L^{1}(\Omega)$ and $\omega_{n} \rightharpoonup T_{2 k}\left(u-T_{h}(u)\right)$ weak-* in $L^{\infty}(\Omega)$, and using (44), we deduce that

$$
\begin{equation*}
\int_{\left\{\left|u_{n}\right| \leq k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u)\right) d x \leq \int_{\Omega} f T_{2 k}\left(u-T_{h}(u)\right) d x+\varepsilon_{2}(n) \tag{47}
\end{equation*}
$$

We define $\Omega_{s}=\left\{x \in \Omega:\left|\nabla T_{k}(u(x))\right| \leq s\right\}$ and denote by $\chi_{s}$ the characteristic function of $\Omega_{s}$. For the term on the left-hand side of (47), we have

$$
\begin{align*}
& \int_{\left\{\left|u_{n}\right| \leq k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u)\right) d x \\
& =\int_{\Omega} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x \\
& \quad+\int_{\Omega} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}(u) \chi_{s}-\nabla T_{k}(u)\right) d x+\int_{\left\{\left|u_{n}\right|>k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot \nabla T_{k}(u) d x \\
& =\int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u) \chi_{s}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x \\
& \quad+\int_{\Omega} a\left(x, \nabla T_{k}(u) \chi_{s}\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x \\
& \quad-\int_{\Omega \backslash \Omega_{s}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot \nabla T_{k}(u) d x+\int_{\left\{\left|u_{n}\right|>k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot \nabla T_{k}(u) d x \tag{48}
\end{align*}
$$

For the second term on the right-hand side of (48), we have $a\left(x, \nabla T_{k}(u) \chi_{s}\right) \in$ $\left(E_{\psi}(\Omega)\right)^{N}$, and since $\nabla T_{k}\left(u_{n}\right) \rightharpoonup \nabla T_{k}(u)$ weakly in $\left(L_{\varphi}(\Omega)\right)^{N}$ for $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$, then

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \int_{\Omega} a\left(x, \nabla T_{k}(u) \chi_{s}\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x \\
& =\int_{\Omega} a\left(x, \nabla T_{k}(u) \chi_{s}\right) \cdot\left(\nabla T_{k}(u)-\nabla T_{k}(u) \chi_{s}\right) d x  \tag{49}\\
& =\int_{\Omega \backslash \Omega_{s}} a(x, 0) \cdot \nabla T_{k}(u) d x
\end{align*}
$$

Concerning the third term on the right-hand side of (48), since $\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)_{n}\right.$ is bounded in $\left(E_{\psi}(\Omega)\right)^{N}$, there exists $\xi \in\left(E_{\psi}(\Omega)\right)^{N}$ such that $a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \rightharpoonup \xi$ weakly in $\left(E_{\psi}(\Omega)\right)^{N}$ for $\sigma\left(\Pi E_{\psi}(\Omega), \Pi L_{\varphi}(\Omega)\right)$, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega \backslash \Omega_{s}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot \nabla T_{k}(u) d x=\int_{\Omega \backslash \Omega_{s}} \xi \cdot \nabla T_{k}(u) d x \tag{50}
\end{equation*}
$$

For the last term on the right-hand side of (48), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\left\{\left|u_{n}\right|>k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot \nabla T_{k}(u) d x=\int_{\{|u|>k\}} \xi \cdot \nabla T_{k}(u) d x=0 \tag{51}
\end{equation*}
$$

By combining (48) - (51), we deduce that

$$
\begin{align*}
& \int_{\left\{\left|u_{n}\right| \leq k\right\}} a\left(x, \nabla T_{k}\left(u_{n}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u)\right) d x \\
& =\int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u) \chi_{s}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x  \tag{52}\\
& \quad+\int_{\Omega \backslash \Omega_{s}}(a(x, 0)-\xi) \cdot \nabla T_{k}(u) d x+\varepsilon_{3}(n)
\end{align*}
$$

and since $(a(x, 0)-\eta) \cdot \nabla T_{k}(u) \in L^{1}(\Omega)$, then

$$
\int_{\Omega \backslash \Omega_{s}}(a(x, 0)-\xi) \cdot \nabla T_{k}(u) d x \longrightarrow 0 \quad \text { as } \quad s \rightarrow \infty
$$

Therefore, using (47) we conclude that

$$
\begin{align*}
& \int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u) \chi_{s}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x \\
& \quad \leq \int_{\Omega} f T_{2 k}\left(u-T_{h}(u)\right) d x+\varepsilon_{4}(n, s) \tag{53}
\end{align*}
$$

We have

$$
\int_{\Omega} f T_{2 k}\left(u-T_{h}(u)\right) d x \longrightarrow 0 \quad \text { as } \quad h \rightarrow \infty
$$

It follows that

$$
\begin{equation*}
\lim _{n, s \rightarrow \infty} \int_{\Omega}\left(a\left(x, \nabla T_{k}\left(u_{n}\right)\right)-a\left(x, \nabla T_{k}(u) \chi_{s}\right)\right) \cdot\left(\nabla T_{k}\left(u_{n}\right)-\nabla T_{k}(u) \chi_{s}\right) d x=0 \tag{54}
\end{equation*}
$$

In view of Lemma 4.2, we deduce that

$$
\begin{equation*}
\nabla u_{n} \longrightarrow \nabla u \quad \text { a.e. in } \quad \Omega \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi\left(x,\left|\nabla T_{k}\left(u_{n}\right)\right|\right) \longrightarrow \varphi\left(x,\left|\nabla T_{k}(u)\right|\right) \quad \text { in } \quad L^{1}(\Omega) \tag{56}
\end{equation*}
$$

Step 5 : Passage to the limit. Let $v \in K_{\Psi} \cap L^{\infty}(\Omega)$ and $\eta>0$, we have $u_{n}-\eta T_{k}\left(u_{n}-\right.$ $v) \in K_{\Psi}$ is an admissible test function in (25) for $\eta$ small enough, and we obtain

$$
\begin{equation*}
\int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) d x \leq \int_{\Omega} f_{n} T_{k}\left(u_{n}-v\right) d x \tag{57}
\end{equation*}
$$

Choosing $M=k+\|v\|_{\infty}$, then $\left\{\left|u_{n}-v\right| \leq k\right\} \subseteq\left\{\left|u_{n}\right| \leq M\right\}$. Firstly, we can write the term on the left-hand side of the above relation as

$$
\begin{align*}
& \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) d x=\int_{\Omega} a\left(x, \nabla T_{M}\left(u_{n}\right)\right) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}} d x \\
& \quad=\int_{\Omega}\left(a\left(x, \nabla T_{M}\left(u_{n}\right)\right)-a(x, \nabla v)\right) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}} d x \\
& \quad+\int_{\Omega} a(x, \nabla v) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}} d x \tag{58}
\end{align*}
$$

We have

$$
\begin{align*}
& \left(a\left(x, \nabla T_{M}\left(u_{n}\right)\right)-a(x, \nabla v)\right) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}}  \tag{59}\\
& \xrightarrow{\longrightarrow}\left(a\left(x, \nabla T_{M}(u)\right)-a(x, \nabla v)\right) \cdot\left(\nabla T_{M}(u)-\nabla v\right) \chi_{\{|u-v| \leq k\}} \quad \text { a.e. in } \quad \Omega .
\end{align*}
$$

According to (9) and Fatou's lemma, we obtain

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) d x \\
& \quad \geq \int_{\Omega}\left(a\left(x, \nabla T_{M}(u)\right)-a(x, \nabla v)\right) \cdot\left(\nabla T_{M}(u)-\nabla v\right) \chi_{\{|u-v| \leq k\}} d x  \tag{60}\\
& \quad \quad+\lim _{n \rightarrow \infty} \int_{\Omega} a(x, \nabla v) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}} d x
\end{align*}
$$

For the second term on the right-hand side of $(60)$, we have $a(x, \nabla v) \in\left(E_{\psi}(\Omega)\right)^{N}$ and $\nabla T_{M}\left(u_{n}\right) \rightharpoonup \nabla T_{M}(u)$ weakly in $\left(L_{\varphi}(\Omega)\right)^{N}$ for $\sigma\left(\Pi L_{\varphi}(\Omega), \Pi E_{\psi}(\Omega)\right)$, then

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{\Omega} a(x, \nabla v) \cdot\left(\nabla T_{M}\left(u_{n}\right)-\nabla v\right) \chi_{\left\{\left|u_{n}-v\right| \leq k\right\}} d x \\
& \quad=\int_{\Omega} a(x, \nabla v) \cdot\left(\nabla T_{M}(u)-\nabla v\right) \chi_{\{|u-v| \leq k\}} d x
\end{aligned}
$$

Therefore, we get

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \int_{\Omega} a\left(x, \nabla u_{n}\right) \cdot \nabla T_{k}\left(u_{n}-v\right) d x & \geq \int_{\Omega} a\left(x, \nabla T_{M}(u)\right) \cdot\left(\nabla T_{M}(u)-\nabla v\right) \chi_{\{|u-v| \leq k\}} d x \\
& =\int_{\Omega} a(x, \nabla u) \cdot \nabla T_{k}(u-v) d x \tag{61}
\end{align*}
$$

On the other hand, being $T_{k}\left(u_{n}-v\right) \rightharpoonup T_{k}(u-v)$ weak- $\begin{gathered}\text { in } L^{\infty}(\Omega) \text { we deduce that }\end{gathered}$

$$
\begin{equation*}
\int_{\Omega} f_{n} T_{k}\left(u_{n}-v\right) d x \longrightarrow \int_{\Omega} f T_{k}(u-v) d x \tag{62}
\end{equation*}
$$

By combining (61) and (62), we conclude the existence of entropy solution for our problem.
5.2. Uniqueness of entropy solution. Let $u_{1}, u_{2}$ be two entropy solutions of the problems (24), we shall prove that $u_{1}=u_{2}$.
By using the test function $v=T_{h}\left(u_{2}\right) \in K_{\Psi} \cap L^{\infty}(\Omega)$ in (24) for the equation with solution $u_{1}$, we have

$$
\int_{\Omega} a\left(x, \nabla u_{1}\right) \cdot \nabla T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x \leq \int_{\Omega} f T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x .
$$

Similarly, by using $v=T_{h}\left(u_{1}\right) \in K_{\Psi} \cap L^{\infty}(\Omega)$ as a test function for the equation (24) with solution $u_{2}$, we obtain

$$
\int_{\Omega} a\left(x, \nabla u_{2}\right) \cdot \nabla T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right) d x \leq \int_{\Omega} f T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right) d x
$$

By adding these two inequalities, we get

$$
\begin{align*}
& \int_{\Omega} a\left(x, \nabla u_{1}\right) \cdot \nabla T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x+\int_{\Omega} a\left(x, \nabla u_{2}\right) \cdot \nabla T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right) d x \\
& \leq \int_{\Omega} f\left[T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right] d x \tag{63}
\end{align*}
$$

We decompose the first integral of the left-hand side of (63) as

$$
\begin{align*}
& \int_{\Omega} a\left(x, \nabla u_{1}\right) \cdot \nabla T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x=\int_{\left\{\left|u_{1}-T_{h}\left(u_{2}\right)\right| \leq k\right\}} a\left(x, \nabla u_{1}\right) \cdot \nabla\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x \\
&= \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
&+\int_{\left\{\left|u_{1}-T_{h}\left(u_{2}\right)\right| \leq k\right\} \cap\left\{\left|u_{2}\right|>h\right\}} a\left(x, \nabla u_{1}\right) \cdot \nabla u_{1} d x, \\
& \geq \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right| \leq h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
&+\int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x . \tag{64}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \int_{\Omega} a\left(x, \nabla u_{2}\right) \cdot \nabla T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right) d x \geq \int_{\left\{\left|u_{2}-u_{1}\right| \leq k\right\} \cap\left\{\left|u_{1}\right| \leq h\right\} \cap\left\{\left|u_{2}\right| \leq h\right\}} \quad a\left(x, \nabla u_{2}\right) \cdot\left(\nabla u_{2}-\nabla u_{1}\right) d x \\
& \quad+\int_{\left\{\left|u_{2}-u_{1}\right| \leq k\right\} \cap\left\{\left|u_{1}\right| \leq h\right\} \cap\left\{\left|u_{2}\right|>h\right\}} a\left(x, \nabla u_{2}\right) \cdot\left(\nabla u_{2}-\nabla u_{1}\right) d x . \tag{65}
\end{align*}
$$

By combining (64) - (65), we obtain

$$
\begin{aligned}
& \int_{\Omega} a\left(x, \nabla u_{1}\right) \cdot \nabla T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right) d x+\int_{\Omega} a\left(x, \nabla u_{2}\right) \cdot \nabla T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right) d x \\
& \geq \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right| \leq h\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
&+\int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
&+\int_{\left\{\left|u_{2}-u_{1}\right| \leq k\right\} \cap\left\{\left|u_{1}\right| \leq h\right\} \cap\left\{\left|u_{2}\right|>h\right\}} a\left(x, \nabla u_{2}\right) \cdot\left(\nabla u_{2}-\nabla u_{1}\right) d x .
\end{aligned}
$$

In view of (63), we conclude that

$$
\begin{align*}
& \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right| \leq h\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
& \quad \leq \int_{\Omega} f\left[T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right] d x \\
& \quad-\int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x  \tag{66}\\
& \quad-\int_{\left\{\left|u_{2}-u_{1}\right| \leq k\right\} \cap\left\{\left|u_{1}\right| \leq h\right\} \cap\left\{\left|u_{2}\right|>h\right\}} a\left(x, \nabla u_{2}\right) \cdot\left(\nabla u_{2}-\nabla u_{1}\right) d x .
\end{align*}
$$

For the first term on the right-hand side of (66), we have

$$
\begin{aligned}
& \left|\int_{\Omega} f\left[T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right] d x\right| \\
& \quad \leq \int_{\left\{\left|u_{1}\right| \leq h,\left|u_{2}\right| \leq h\right\}}|f|\left|T_{k}\left(u_{1}-u_{2}\right)+T_{k}\left(u_{2}-u_{1}\right)\right| d x \\
& \quad+\int_{\left\{\left|u_{1}\right|>h\right\}}|f|\left|T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right| d x \\
& \quad+\int_{\left\{\left|u_{2}\right|>h\right\}}|f|\left|T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right| d x \\
& \quad \leq 2 k \int_{\left\{\left|u_{1}\right|>h\right\}}|f| d x+2 k \int_{\left\{\left|u_{2}\right|>h\right\}}|f| d x .
\end{aligned}
$$

since $f \in L^{1}(\Omega)$ and meas $\left\{\left|u_{i}\right| \geq h\right\} \rightarrow 0$ when $h \rightarrow \infty$ for $i=1,2$, it follows that

$$
\begin{equation*}
\int_{\Omega} f\left[T_{k}\left(u_{1}-T_{h}\left(u_{2}\right)\right)+T_{k}\left(u_{2}-T_{h}\left(u_{1}\right)\right)\right] d x \longrightarrow 0 \quad \text { as } \quad h \rightarrow \infty \tag{67}
\end{equation*}
$$

Concerning the third term on the right-hand side of (66). By taking $T_{h}\left(u_{1}\right)$ as a test function in (24) for the equation with solution $u_{1}$, we obtain

$$
\int_{\Omega} a\left(x, \nabla u_{1}\right) \cdot \nabla T_{k}\left(u_{1}-T_{h}\left(u_{1}\right)\right) d x \leq \int_{\Omega} f T_{k}\left(u_{1}-T_{h}\left(u_{1}\right)\right) d x
$$

in view of (10), we obtain

$$
\begin{align*}
\alpha \int_{\left\{h<\left|u_{1}\right| \leq h+k\right\}} \varphi\left(x,\left|\nabla u_{1}\right|\right) d x & \leq \int_{\left\{h<\left|u_{1}\right| \leq h+k\right\}} a\left(x, \nabla u_{1}\right) \cdot \nabla u_{1} d x \\
& \leq k \int_{\left\{\left|u_{1}\right| \geq h\right\}}|f| d x \rightarrow 0 \quad \text { as } \quad h \rightarrow \infty \tag{68}
\end{align*}
$$

Also, we prove can that

$$
\begin{equation*}
\alpha \int_{\left\{h<\left|u_{2}\right| \leq h+k\right\}} \varphi\left(x,\left|\nabla u_{2}\right|\right) d x \rightarrow 0 \quad \text { as } \quad h \rightarrow \infty . \tag{69}
\end{equation*}
$$

On the other hand, we have

$$
\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\} \subseteq\left\{h<\left|u_{1}\right| \leq h+k\right\} \cap\left\{h-k<\left|u_{2}\right| \leq h\right\},
$$

In view of Young's inequality, we obtain

$$
\begin{align*}
& \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\}} a\left(x, \nabla u_{1}\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
& \leq \beta \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right|>h\right\}}\left(K(x)+k_{1} \psi_{x}^{-1}\left(\varphi\left(x, k_{2}\left|\nabla u_{1}\right|\right)\right)\right)\left(\left|\nabla u_{1}\right|+\left|\nabla u_{2}\right| d x\right. \\
& \leq 2 \beta \int_{\left\{\left|u_{1}\right|>h\right\}} \psi(x, K(x)) d x+2 \beta k_{1} \int_{\left\{h<\left|u_{1}\right| \leq h+k\right\}} \varphi\left(x, k_{2}\left|\nabla u_{1}\right|\right) d x \\
& \quad+\beta\left(k_{1}+1\right) \int_{\left\{h<\left|u_{1}\right| \leq h+k\right\}} \varphi\left(x,\left|\nabla u_{1}\right|\right) d x \\
& \quad+\beta\left(k_{1}+1\right) \int_{\left\{h-k<\left|u_{2}\right| \leq h\right\}} \varphi\left(x,\left|\nabla u_{2}\right|\right) d x \longrightarrow 0 \quad \text { as } \quad h \rightarrow \infty, \tag{70}
\end{align*}
$$

Similarly, we can prove that

$$
\begin{equation*}
\int_{\left\{\left|u_{2}-u_{1}\right| \leq k\right\} \cap\left\{\left|u_{1}\right| \leq h\right\} \cap\left\{\left|u_{2}\right|>h\right\}} a\left(x, \nabla u_{2}\right) \cdot\left(\nabla u_{2}-\nabla u_{1}\right) d x \longrightarrow 0 \quad \text { as } \quad h \rightarrow \infty, \tag{71}
\end{equation*}
$$

By combining (66), (67) and (70) - (71), we conclude that

$$
\begin{align*}
& \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x \\
& =\lim _{h \rightarrow \infty} \int_{\left\{\left|u_{1}-u_{2}\right| \leq k\right\} \cap\left\{\left|u_{2}\right| \leq h\right\} \cap\left\{\left|u_{1}\right| \leq h\right\}}\left(a\left(x, \nabla u_{1}\right)-a\left(x, \nabla u_{2}\right)\right) \cdot\left(\nabla u_{1}-\nabla u_{2}\right) d x=0, \tag{72}
\end{align*}
$$

Since (72) is true for all $k>0$ and thanks to (9), we conclude that $\nabla\left(u_{1}-u_{2}\right)=0$ a.e.in $\Omega$, and since $u_{1}=u_{2}=0$ on $\partial \Omega$, thus $u_{1}=u_{2}$ a.e. in $\Omega$, which conclude the proof of uniqueness of entropy solutions.
Example 5.1. Taking $\varphi(x, t)=|t|^{p(x)} \log ^{\sigma}(1+|t|)$ for $1 \leq p(x)<\infty$ and $0<\sigma<\infty$. Let $f \in L^{1}(\Omega)$ and the obstacle $\Psi=0$. We consider the following Carathéodory function

$$
a(x, \nabla u)=|\nabla u|^{p(x)-2} \log ^{\sigma}(1+|\nabla u|) \nabla u .
$$

It is clear that $a(x, \nabla u)$ verifies $(8)-(10)$. In view of the Theorem 5.1, the problem

$$
\begin{cases}-\operatorname{div}\left(|\nabla u|^{p(x)-2} \log ^{\sigma}(1+|\nabla u|) \nabla u\right)=f & \text { in } \Omega  \tag{73}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

has one entropy solution, i.e.

$$
u \geq 0 \quad \text { a.e. in } \Omega \quad \text { and } \quad T_{k}(u) \in W_{0}^{1} L_{\varphi}(\Omega)
$$

and

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{p(x)-2} \log ^{\sigma}(1+|\nabla u|) \nabla u \cdot \nabla T_{k}\left(u_{n}-\nu\right) d x \leq \int_{\Omega} f T_{k}\left(u_{n}-\nu\right) d x \tag{74}
\end{equation*}
$$

for any $\nu \in W_{0}^{1} L_{\varphi}(\Omega) \cap L^{\infty}(\Omega)$ with $v \geq 0$ a.e. in $\Omega$.
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# Existence and multiplicity of solutions for $p(x)-$ Kirchhoff-type problem 
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#### Abstract

In the present paper, by using the Mountain Pass theorem and the Fountain theorem, we obtain the existence and multiplicity of solutions to a class of $p(x)$-Kirchhofftype problem under Dirichlet boundary condition.
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## 1. Introduction

In this paper, we are concerned with the following problem

$$
\left\{\begin{array}{cc}
-M(A(x, \nabla u)) \operatorname{div}(a(x, \nabla u))=f(x, u) \text { in } \Omega  \tag{1.1}\\
u=0 & \text { on } \partial \Omega
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ is a smooth bounded domain, $p \in C(\bar{\Omega})$ for any $x \in \bar{\Omega}$ and $\operatorname{div}(a(x, \nabla u))$ is a $p(x)$-Laplace type operator. Moreover $M: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a continuous function and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function, satisfying some certain conditions.

The nonlinear problems involving the $p(x)$-Laplace type operator are extremely attractive because they can be used to model dynamical phenomena which arise from the study of electrorheological fluids or elastic mechanics. Problems with variable exponent growth conditions also appear in the modelling of stationary thermo-rheological viscous flows of non-Newtonian fluids and in the mathematical description of the processes filtration of an ideal barotropic gas through a porous medium. The detailed application backgrounds of the $p(x)$-Laplace type operators can be found in $[3,5,7,10,13,20,18]$ and references therein.

Problem (1.1) is related to the stationary version of a model, the so-called Kirchhoff equation, introduced by Kirchhoff [15]. To be more precise, Kirchhoff established a model given by the equation

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}-\left(\frac{P_{0}}{h}+\frac{E}{2 L} \int_{0}^{L}\left|\frac{\partial u}{\partial x}\right|^{2} d x\right) \frac{\partial^{2} u}{\partial x^{2}}=0 \tag{1.2}
\end{equation*}
$$

where $\rho, P_{0}, h, E, L$ are constants, which extends the classical D'Alambert's wave equation, by considering the effects of the changes in the length of the strings during the vibrations. For some interesting results we refer to $[4,6,9,11,14]$. Moreover,
nonlocal boundary value problems like (1.2) can be used for modelling several physical and biological systems where $u$ describes a process which depend on the average of itself, such as the population density $[1,2,8]$.

In the present paper, we deal a more general Kirchhoff function $M$, and as a consequence the operator $\operatorname{div}(a(x, \nabla u))$ appears in problem (1.1), a more general operator than $p(x)$-Laplace operator $\Delta_{p(x)} u:=\operatorname{div}\left(|\nabla u|^{p(x)-2} \nabla u\right)$ where $p(x)>1$. This caused some difficulties in calculations and required more general conditions. Moreover, thanks to the Mountain-Pass theorem and Fountain theorem, we show the existence and multiplicity of nontrivial weak solutions in the present paper. To our best knowledge, the present papers results are not covered in the literature.

This paper is organized as follows. In Section 2, we present some necessary preliminary results. In Section 3, using the variational method, we give the existence results of problem (1.1).

## 2. Preliminaries

We recall some basic properties of variable exponent Lebesgue-Sobolev spaces $L^{p(x)}(\Omega), W^{1, p(x)}(\Omega)$ (for details, see e.g., $[12,16,17]$ )

Set,

$$
C_{+}(\bar{\Omega})=\{p ; p \in C(\bar{\Omega}), \min p(x)>1, \forall x \in \bar{\Omega}\}
$$

For any $p(x) \in C_{+}(\bar{\Omega})$, denote $p^{-}:=\min _{x \in \bar{\Omega}} p(x), p^{+}:=\max _{x \in \bar{\Omega}} p(x)<\infty$, and define the variable exponent Lebesgue space by

$$
L^{p(x)}(\Omega)=\left\{u \mid u: \Omega \rightarrow \mathbb{R} \text { is measurable, } \int_{\Omega}|u(x)|^{p(x)} d x<\infty\right\}
$$

We define a norm, the so-called Luxemburg norm, on this space by the formula

$$
|u|_{p(x)}=\inf \left\{\lambda>0: \int_{\Omega}\left|\frac{u(x)}{\lambda}\right|^{p(x)} d x \leq 1\right\}
$$

and $\left(L^{p(x)}(\Omega),|\cdot|_{p(x)}\right)$ becomes a Banach spaces.
Proposition 2.1 [12, 16] The conjugate space of $L^{p(x)}(\Omega)$ is $L^{p^{\prime}(x)}(\Omega)$, where $\frac{1}{p^{\prime}(x)}+$ $\frac{1}{p(x)}=1$. For any $u \in L^{p(x)}(\Omega)$ and $v \in L^{p^{\prime}(x)}(\Omega)$, we have

$$
\left|\int_{\Omega} u v d x\right| \leq\left(\frac{1}{p^{-}}+\frac{1}{\left(p^{-}\right)^{\prime}}\right)|u|_{p(x)}|v|_{p^{\prime}(x)} .
$$

Proposition $2.2[12,16]$ Denote $\rho(u)=\int_{\Omega}|u(x)|^{p(x)} d x, \forall u, u_{n} \in L^{p(x)}(\Omega)$, then
(i) $|u|_{p(x)}>1 \Longrightarrow|u|_{p(x)}^{p^{-}} \leq \rho(u) \leq|u|_{p(x)}^{p^{+}}$;
(ii) $|u|_{p(x)}<1 \Longrightarrow|u|_{p(x)}^{p^{+}} \leq \rho(u) \leq|u|_{p(x)}^{p^{-}}$;
(iii) $\lim _{n \rightarrow \infty}\left|u_{n}\right|_{p(x), \Omega}=0 \Leftrightarrow \lim _{n \rightarrow \infty} \rho\left(u_{n}\right)=0$;
(iv) $\lim _{n \rightarrow \infty}\left|u_{n}\right|_{p(x), \Omega} \rightarrow \infty \Leftrightarrow \lim _{n \rightarrow \infty} \rho\left(u_{n}\right) \rightarrow \infty$.

Proposition 2.3 [12, 16] If $u, u_{n} \in L^{p(x)}(\Omega)$, then the following statements are equivalent:

$$
\begin{aligned}
& \text { (i) } \lim _{n \rightarrow \infty}\left|u_{n}-u\right|_{p(x)}=0 ; \quad \text { (ii) } \lim _{n \rightarrow \infty} \rho\left(u_{n}-u\right)=0 \\
& \text { (iii) } u_{n} \rightarrow u \text { measure in } \Omega \text { and } \lim _{n \rightarrow \infty} \rho\left(u_{n}\right)=\rho(u) .
\end{aligned}
$$

The variable exponent Sobolev space $W^{1, p(x)}(\Omega)$ is defined by

$$
W^{1, p(x)}(\Omega)=\left\{u \in L^{p(x)}(\Omega)| | \nabla u \mid \in L^{p(x)}(\Omega)\right\}
$$

with the norm $\|u\|_{1, p(x)}=|u|_{p(x)}+|\nabla u|_{p(x)}, \forall u \in W^{1, p(x)}(\Omega)$. The space $W_{0}^{1, p(x)}(\Omega)$ is denoted by the closure of $C_{0}^{\infty}(\Omega)$ in $W^{1, p(x)}(\Omega)$ with respect to the norm $\|u\|_{1, p(x)}$. We can define an equivalent norm $\|u\|=|\nabla u|_{p(x)}$, since Poincaré inequality holds [13], i.e. there exists a positive constant $C>0$ such that

$$
|u|_{p(x)} \leq C|\nabla u|_{p(x)}, \text { for all } u \in W_{0}^{1, p(x)}(\Omega)
$$

Proposition $2.4[12,16](\mathrm{i})$ If $1<p^{-} \leq p^{+}<\infty$, then the spaces $L^{p(x)}(\Omega)$, $W^{1, p(x)}(\Omega)$ and $W_{0}^{1, p(x)}(\Omega)$ are separable and reflexive Banach spaces,
(ii) If $q \in C_{+}(\bar{\Omega})$ and $q(x)<p^{*}(x)$, for all $x \in \bar{\Omega}$, then the embedding $W_{0}^{1, p(x)}(\Omega) \hookrightarrow L^{q(x)}(\Omega)$ is compact and continuous, where

$$
p^{*}(x):= \begin{cases}\frac{N p(x)}{N-p(x)}, & \text { if } \quad p(x)<N \\ \infty, & \text { if } \quad N \leq p(x)\end{cases}
$$

## 3. The main results

Let $X$ denote the variable exponent Sobolev space $W_{0}^{1, p(x)}(\Omega)$.
We say that $u \in X$ is a weak solution of (1.1) if

$$
M\left(\int_{\Omega} A(x, \nabla u)\right) \int_{\Omega} a(x, \nabla u) \nabla \varphi d x=\int_{\Omega} f(x, u) \varphi d x
$$

for all $\varphi \in X$.
Define the energy functional $I: X \rightarrow \mathbb{R}$ associated with (1.1) by

$$
I(u)=\widehat{M}\left(\int_{\Omega} A(x, \nabla u) d x\right)-\int_{\Omega} F(x, u) d x:=\widehat{M}(\Lambda(u))-J(u)
$$

where $\Lambda(u)=\int_{\Omega} A(x, \nabla u) d x$ and $J(u)=\int_{\Omega} F(x, u) d x$. Moreover, $\widehat{M}(t)=\int_{0}^{t} M(s) d s$ and $F(x, u)=\int_{0}^{u} f(x, t) d t$.

It is well known that standart arguments imply that $J \in C^{1}(X, \mathbb{R})$ and the derivate of $J$ is

$$
\left\langle J^{\prime}(u), v\right\rangle=\int_{\Omega} f(x, u) v d x, \text { for all } u, v \in X
$$

In this article, we assume that $a(x, \xi): \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is the continuous derivative with respect to $\xi$ of the mapping $A: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}, A=A(x, \xi)$, i.e. $a(x, \xi)=\nabla_{\xi} A(x, \xi)$. Suppose that the following hypotheses:
(A1) For all $x \in \Omega$ and $\xi \in \mathbb{R}^{N},|a(x, \xi)| \leq c_{0}\left(h_{0}(x)+|\xi|^{p(x)-1}\right)$, where $h_{0}(x) \in$ $L^{p^{\prime}(x)}(\Omega)$ is a nonnegative measurable function.
(A2) $A$ is $p(x)$-uniformly convex: There exists a constant $k>0$ such that $A\left(x, \frac{\xi+\psi}{2}\right) \leq \frac{1}{2} A(x, \xi)+\frac{1}{2} A(x, \psi)-k|\xi-\psi|^{p(x)}$, for all $x \in \Omega$ and $\xi, \psi \in \mathbb{R}^{N}$.
(A3) For all $x \in \Omega$ and $\xi \in \mathbb{R}^{N},|\xi|^{p(x)} \leq a(x, \xi) \cdot \xi \leq p(x) A(x, \xi)$.
(A4) $A(x, 0)=0$, for all $x \in \Omega$.
(A5) $A(x,-\xi)=A(x, \xi)$, for all $x \in \Omega$ and $\xi \in \mathbb{R}^{N}$.
Lemma 3.1. [17]
(i) A verifies the growth condition; $|A(x, \xi)| \leq c_{0}\left(h_{0}(x)|\xi|+|\xi|^{p(x)}\right)$, for all $x \in \Omega$ and $\xi \in \mathbb{R}^{N}$;
(ii) $A$ is $p(x)$-homogeneous; $A(x, z \xi) \leq A(x, \xi) z^{p(x)}$, for all $z \geq 1, \xi \in \mathbb{R}^{N}$ and $x \in \Omega$.

Lemma 3.2. (i) The functional $\Lambda$ is well-defined on $X$;
(ii) The functional $\Lambda$ is of class $C^{1}(X, \mathbb{R})$ and

$$
\left\langle\Lambda^{\prime}(u), v\right\rangle=\int_{\Omega} a(x, \nabla u) \cdot \nabla v d x, \text { for all } u, v \in X
$$

(iii) The functional $\Lambda$ is weakly lower semi-continuos on $X$;
(iv) For all $u, v \in X$

$$
\Lambda\left(\frac{u+v}{2}\right) \leq \frac{1}{2} \Lambda(u)+\frac{1}{2} \Lambda(v)-k\|u-v\|^{p^{-}}
$$

(v) For all $u, v \in X$

$$
\Lambda(u)-\Lambda(v) \geq\left\langle\Lambda^{\prime}(v), u-v\right\rangle
$$

(vi) $I$ is weakly lower semi-continuos on $X$;
(vii)I is well-defined on $X$ and of class $C^{1}(X, \mathbb{R})$, and its derivative given by

$$
\left\langle I^{\prime}(u), v\right\rangle=M\left(\int_{\Omega} A(x, \nabla u) d x\right) \int_{\Omega} a(x, \nabla u) \nabla v d x-\int_{\Omega} f(x, u) v d x
$$

for all $u, v \in X$.
Since the proof of Lemma 3.2 is very similar to the proof of Lemma 2.2 and Lemma 2.7 given in [17], we omit it.

Theorem 3.3. Assume that (A3) and the following conditions hold:
$\left(M_{1}\right) M: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$is a continuos function and satisfies the condition

$$
m_{0} s^{\alpha-1} \leq M(s) \leq m_{1} s^{\alpha-1}
$$

for all $s>0$ and $m_{0}, m_{1}$ real numbers such that $0<m_{0} \leq m_{1}$ and $\alpha \geq 1$.
$\left(\mathbf{f}_{1}\right) f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory condition and satisfies the growth condition

$$
|f(x, t)| \leq c_{0}\left(1+|t|^{\delta(x)-1}\right), \quad \forall(x, t) \in \Omega \times \mathbb{R}
$$

where $c_{0}$ is positive constant and $\delta(x) \in C_{+}(\bar{\Omega})$ such that $\delta^{+}<\alpha p^{-}<p^{*}(x)$ for all $x \in \Omega$.

Then problem (1.1) has a weak solution.

Proof. Let $\|u\|>1$. By $\left(M_{1}\right),\left(\mathbf{f}_{1}\right),(\mathbf{A 3})$ and Proposition 2.2 (i), we get

$$
\begin{aligned}
I(u) & \geq \frac{m_{0}}{\alpha}\left(\int_{\Omega} A(x, \nabla u) d x\right)^{\alpha}-c_{0} \int_{\Omega}|u|^{\delta(x)} d x-c_{0} \int_{\Omega}|u| d x \\
& \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{-}}-c_{1}\|u\|^{\delta^{+}}-c_{2}\|u\| \rightarrow+\infty, \text { as }\|u\| \rightarrow+\infty
\end{aligned}
$$

Thus, $I$ is coercive. Since $I$ is weakly lower semi-continuous, $I$ has a minimum point $u$ in $X$, and $u$ is a weak solution of problem (1.1). The proof is completed.

Theorem 3.4. Assume that $\left(M_{1}\right)$ and the following conditions hold:
$\left(\mathbf{f}_{2}\right) f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory condition and satisfies the growth condition;

$$
|f(x, t)| \leq c\left(1+|t|^{\eta(x)-1}\right), \forall(x, t) \in \Omega \times \mathbb{R}
$$

$\left(\mathbf{f}_{3}\right) f(x, t)=o\left(|t|^{\alpha p^{+}-1}\right), t \rightarrow 0$, for $x \in \Omega$ uniformly,
where $c$ is positive constant and $\eta(x) \in C_{+}(\bar{\Omega})$ such that $\alpha p^{+}<\eta^{-} \leq \eta^{+}<p^{*}(x)$ for all $x \in \Omega$,
$(A R): \exists t_{*}>0, \theta>\frac{m_{1}}{m_{0}} \alpha p^{+}$such that

$$
0<\theta F(x, t) \leq f(x, t) t,|t| \geq t_{*}, \text { a.e. } x \in \Omega .
$$

Then problem (1.1) has a nontrivial weak solution.
Definition 3.1. We say that $I$ satisfies Palais-Smale condition in $X((P S)$ condition for short) if if any sequence $\left\{u_{n}\right\}$ in $X$ such that $\left\{I\left(u_{n}\right)\right\}$ is bounded and $I^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, has a convergent subsequence.

Lemma 3.5. Suppose $\left(M_{1}\right),\left(\mathbf{f}_{1}\right),(\mathbf{A 3})$ and $(A R)$ hold. Then, I satisfies $(P S)$ condition.

Proof. Let assume that there exists a sequence $\left\{u_{n}\right\} \subset X$ such that

$$
\begin{equation*}
\left|I\left(u_{n}\right)\right| \leq c \text { and } I^{\prime}\left(u_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty \tag{3.1}
\end{equation*}
$$

Then, by $\left(M_{1}\right),(\mathbf{A 3})$ and $(A R)$, we have

$$
\begin{aligned}
c+\left\|u_{n}\right\| & \geq I\left(u_{n}\right)-\frac{1}{\theta}\left\langle I^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& \geq \frac{m_{0}}{\alpha}\left(\int_{\Omega} A\left(x, \nabla u_{n}\right) d x\right)^{\alpha}-\frac{m_{1} p^{+}}{\theta}\left(\int_{\Omega} A\left(x, \nabla u_{n}\right) d x\right)^{\alpha-1} \int_{\Omega} A\left(x, \nabla u_{n}\right) d x \\
& \geq\left(\frac{m_{0}}{\alpha}-\frac{m_{1} p^{+}}{\theta}\right)\left(\int_{\Omega} A\left(x, \nabla u_{n}\right) d x\right)^{\alpha}
\end{aligned}
$$

By (A3) and Proposition 2.2 (ii), we can write

$$
c+\left\|u_{n}\right\| \geq\left(\frac{m_{0}}{\alpha}-\frac{m_{1} p^{+}}{\theta}\right)\left\|u_{n}\right\|^{\alpha p^{-}} .
$$

Since $\alpha p^{-}>1,\left\{u_{n}\right\}$ is bounded in $X$. Therefore, there exists $u \in X$, up to a subsequence, such that $u_{n} \rightharpoonup u$ in $X$.

Moreover, since we have the compact embedding $X \hookrightarrow L^{\eta(x)}(\Omega)$, we get

$$
\begin{equation*}
u_{n} \rightarrow u \text { in } L^{\eta(x)}(\Omega) \text { and } u_{n} \rightarrow u \text { a.e in } \Omega \tag{3.2}
\end{equation*}
$$

By (3.1), we have

$$
\begin{aligned}
\left\langle I^{\prime}\left(u_{n}\right), u_{n}-u\right\rangle= & M\left(\int_{\Omega} A\left(x, \nabla u_{n}\right) d x\right) \int_{\Omega} a\left(x, \nabla u_{n}\right)\left(\nabla u_{n}-\nabla u\right) d x \\
& -\int_{\Omega} f\left(x, u_{n}\right)\left(u_{n}-u\right) d x \rightarrow 0
\end{aligned}
$$

By using ( $\mathbf{f}_{1}$ ) and Proposition 2.1, it follows

$$
\left|\int_{\Omega} f\left(x, u_{n}\right)\left(u_{n}-u\right) d x\right| \leq\left.\left. c_{3}| | u_{n}\right|^{\eta(x)-1}\right|_{\eta^{\prime}(x)}\left|u_{n}-u\right|_{\eta(x)}
$$

If we consider the relations given in (3.2), we get $\int_{\Omega} f\left(x, u_{n}\right)\left(u_{n}-u\right) d x \rightarrow 0$. Then, we have

$$
M\left(\int_{\Omega} A\left(x, \nabla u_{n}\right) d x\right) \int_{\Omega} a\left(x, \nabla u_{n}\right)\left(\nabla u_{n}-\nabla u\right) d x \rightarrow 0
$$

From $\left(M_{1}\right)$, it follows

$$
\int_{\Omega} a\left(x, \nabla u_{n}\right)\left(\nabla u_{n}-\nabla u\right) d x \rightarrow 0
$$

that is, $\lim _{n \rightarrow \infty}\left\langle\Lambda^{\prime}\left(u_{n}\right), u_{n}-u\right\rangle=0$. By using Lemma 3.2 (v), we get

$$
0=\lim _{n \rightarrow \infty}\left\langle\Lambda^{\prime}\left(u_{n}\right), u-u_{n}\right\rangle \leq \lim _{n \rightarrow \infty}\left(\Lambda(u)-\Lambda\left(u_{n}\right)\right)=\Lambda(u)-\lim _{n \rightarrow \infty} \Lambda\left(u_{n}\right)
$$

or $\lim _{n \rightarrow \infty} \Lambda\left(u_{n}\right) \leq \Lambda(u)$. This fact and from Lemma 3.2 (iii) imply $\lim _{n \rightarrow \infty} \Lambda\left(u_{n}\right)=\Lambda(u)$.
Now, we assume by contradiction that $\left\{u_{n}\right\}$ does not converge strongly to $u$ in $X$.Then, there exists $\varepsilon>0$ and a subsequence $\left\{u_{n_{m}}\right\}$ of $\left\{u_{n}\right\}$ such that $\left\|u_{n_{m}}-u\right\| \geq \varepsilon$. On the other hand, by from Lemma 3.2 (iv), we have

$$
\frac{1}{2} \Lambda(u)+\frac{1}{2} \Lambda\left(u_{n_{m}}\right)-\Lambda\left(\frac{u_{n_{m}}+u}{2}\right) \geq k\left\|u_{n_{m}}-u\right\|^{p^{-}} \geq k \varepsilon^{p^{-}}
$$

Letting $m \rightarrow \infty$ in the above inequality, we obtain

$$
\limsup _{n \rightarrow \infty} \Lambda\left(\frac{u_{n_{m}}+u}{2}\right) \leq \Lambda(u)-k \varepsilon^{p^{-}}
$$

Moreover, we have $\left\{\frac{u_{n_{m}}+u}{2}\right\}$ converges weakly to $u$ in $X$. Using Lemma 3.2 (iii), we obtain

$$
\Lambda(u) \leq \liminf _{n \rightarrow \infty} \Lambda\left(\frac{u_{n_{m}}+u}{2}\right)
$$

which is a contradiction. Therefore, it follows that $\left\{u_{n}\right\}$ converges strongly to $u$ in $X$. The proof of Lemma 3.5 is complete.

Lemma 3.6. Suppose $\left(M_{1}\right),\left(\mathbf{f}_{1}\right),\left(\mathbf{f}_{3}\right),(\mathbf{A 3})$ and $(A R)$ hold. Then the following statements hold:
(i) There exist two positive real numbers $\gamma$ and a such that $I(u) \geq a>0, u \in X$ with $\|u\|=\gamma$.
(ii) There exists $u \in X$ such that $\|u\|>\gamma, I(u)<0$.

Proof. (i) Let $\|u\|<1$. Then by $\left(M_{1}\right)$, we have

$$
I(u) \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{+}}-\int_{\Omega} F(x, u) d x .
$$

Using the continuous embeddings $X \hookrightarrow L^{\alpha p^{+}}(\Omega)$ and $X \hookrightarrow L^{\eta(x)}(\Omega)$, there exist positive constants $c_{4}$ and $c_{5}$ such that

$$
|u|_{\eta(x)} \leq c_{4}\|u\| \quad \text { and } \quad|u|_{\alpha p^{+}} \leq c_{5}\|u\|, \forall u \in X .
$$

Let $\varepsilon>0$ be small enough such that $\varepsilon c_{4}^{\alpha p^{+}} \leq \frac{m_{0}}{2 \alpha\left(p^{+}\right)^{\alpha}}$. By $\left(\mathbf{f}_{1}\right)$ and ( $\mathbf{f}_{3}$ ), we get $F(x, t) \leq \varepsilon|t|^{\alpha p^{+}}+c_{\varepsilon}|t|^{\eta(x)}, \forall(x, t) \in \Omega \times \mathbb{R}$. Therefore, Proposition 2.2 (ii), we have

$$
\begin{aligned}
I(u) & \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{+}}-\varepsilon \int_{\Omega}|u|^{\alpha p^{+}} d x-c_{\varepsilon} \int_{\Omega}|u|^{\eta(x)} d x \\
& \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{+}}-\varepsilon c_{4}^{\alpha p^{+}}\|u\|^{\alpha p^{+}}-c_{\varepsilon} c_{5}^{\eta^{-}}\|u\|^{\eta^{-}} \\
& \geq \frac{m_{0}}{2 \alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{+}}-c_{\varepsilon} c_{5}^{\eta^{-}}\|u\|^{\eta^{-}} .
\end{aligned}
$$

Since $\|u\|<1$ and $\alpha p^{+}<\eta^{-}$, there exist two positive real numbers $\gamma$ and $a$ such that $I(u) \geq a>0, u \in X$ with $\|u\|=\gamma \in(0,1)$.
(ii) From $(A R)$, one easily deduces

$$
F(x, t) \geq c_{6}|t|^{\theta}, \quad|t| \geq t_{*}, \text { a.e. } x \in \Omega .
$$

In the other hand, when $t>t_{*}>1$, from $\left(M_{1}\right)$ we can easily obtain

$$
\widehat{M}(t) \leq \frac{m_{1}}{\alpha} t^{\alpha} \leq \frac{m_{1}}{\alpha} t^{\frac{m_{1}}{m_{0}} \alpha} .
$$

Thus, for any fixed $\omega \in X \backslash\{0\}, t>1$ and from Lemma 3.1 (ii), we have

$$
\begin{aligned}
I(t \omega) & =\widehat{M}\left(\int_{\Omega} A(x, \nabla t \omega) d x\right)-\int_{\Omega} F(x, t \omega) d x \\
& \leq \frac{m_{1}}{\alpha}\left(\int_{\Omega} A(x, \nabla t \omega) d x\right)^{\frac{m_{1}}{m_{0}} \alpha}-\int_{\Omega} F(x, t \omega) d x \\
& \leq \frac{m_{1}}{\alpha\left(p^{-}\right)^{\frac{m_{1}}{m_{0}}} \alpha p^{+}} t^{\frac{m_{1}}{m_{0}} \alpha p^{+}} \int_{\Omega} A(x, \nabla \omega) d x-c_{6} t^{\theta} \int_{\Omega}|\omega|^{\theta} d x
\end{aligned}
$$

From $(A R)$, it can be obtained that $\theta>\frac{m_{1}}{m_{0}} \alpha p^{+}$. Hence, $I(t \omega) \rightarrow-\infty$ as $t \rightarrow+\infty$.
Proof of Theorem 3.3. From Lemma 3.5, Lemma 3.6, Lemma 3.2 (vii), (A4) and the fact that $I(0)=0, I$ satisfies the Mountain Pass Theorem [19]. Therefore, $I$ has at least one nontrivial critical point, i.e., problem (1.1) has a nontrivial weak solution. The proof of Theorem 3.3 is complete.

Theorem 3.7. Assume that $\left(M_{1}\right),\left(\mathbf{f}_{1}\right),(A R)$ and the following
$\left(\mathbf{f}_{4}\right): f(x,-t)=-f(x, t)$, for $(x, t) \in \Omega \times \mathbb{R}$,
then I has a sequence of critical points $\left\{u_{n}\right\}$ such that $I\left(u_{n}\right) \rightarrow+\infty$ and (1.1) has infinite many pairs of solutions.

In order to prove Theorem 3.7, we need Lemma 3.8.
Since $X$ be a reflexive and separable Banach space, then there are $\left\{e_{j}\right\} \subset X$ and $\left\{e_{j}^{*}\right\} \subset X^{*}$ such that

$$
X=\overline{\operatorname{span}\left\{e_{j} \mid j=1,2, \ldots\right\}}, \quad X^{*}=\overline{\operatorname{span}\left\{e_{j}^{*} \mid j=1,2, \ldots\right\}},
$$

and

$$
\left\langle e_{i}^{*}, e_{j}\right\rangle= \begin{cases}1, & i=j \\ 0, & i \neq j\end{cases}
$$

For convenience, we write $X_{j}=\operatorname{span}\left\{e_{j}\right\}, Y_{k}=\oplus_{j=1}^{k} X_{j}, Z_{k}=\oplus_{j=k}^{\infty} X_{j}$.
Lemma 3.8. If $\eta(x) \in C_{+}(\bar{\Omega}), \eta(x)<p^{*}(x)$ for any $x \in \bar{\Omega}$, denote

$$
\beta_{k}=\sup \left\{|u|_{\eta(x)}:\|u\|=1, u \in Z_{k}\right\} .
$$

Then $\lim _{k \rightarrow \infty} \beta_{k}=0$.
Since the proof of Lemma 3.8 is similar to that of Lemma 4.9 in [13], we omit it.

Proof of Theorem 3.7. According to $\left(M_{1}\right),\left(\mathbf{f}_{4}\right)$ and $(A R), I$ satisfies $(P S)$ condition and from (A5) it is an even functional. We only need to prove that if $k$ is large enough, then there exist $\rho_{k}>\gamma_{k}>0$ such that
(A6) $b_{k}:=\inf \left\{I(u) \mid u \in Z_{k},\|u\|=\gamma_{k}\right\} \rightarrow \infty$ as $k \rightarrow \infty$;
(A7) $a_{k}:=\max \left\{I(u) \mid u \in Y_{k},\|u\|=\rho_{k}\right\} \leq 0$.
Thus, the conclusion of Theorem 3.7 can be obtained by Fountain Theorem [19].
(A6) For any $u \in Z_{k},\|u\|=\gamma_{k}=\left(c_{8} \eta^{+} \beta_{k}^{\eta^{+}} m_{0}^{-1}\right)^{\frac{1}{\alpha p^{-}-\eta^{+}}}$, we have

$$
\begin{aligned}
I(u) & \geq \frac{m_{0}}{\alpha}\left(\int_{\Omega} A(x, \nabla u) d x\right)^{\alpha}-c_{0} \int_{\Omega}|u|^{\eta(x)} d x-c_{0} \int_{\Omega}|u| d x \\
& \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{-}}-c_{0}|u|_{\eta(x)}^{\eta(\zeta)}-c_{0}\|u\|, \quad \text { where } \zeta \in \Omega \\
& \geq\left\{\begin{array}{l}
\frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{-}}-c_{0}-c_{0}\|u\|, \quad \text { if }|u|_{\eta(x)} \leq 1 \\
\frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{-}}-c_{0} \beta_{k}^{\eta^{+}}\|u\|^{\eta^{+}}-c_{0}\|u\|, \quad \text { if }|u|_{\eta(x)}>1
\end{array}\right. \\
& \geq \frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\|u\|^{\alpha p^{-}}-c_{0} \beta_{k}^{\eta^{+}}\|u\|^{\eta^{+}}-c_{0}\|u\|-c_{7} \\
& =\frac{m_{0}}{\alpha\left(p^{+}\right)^{\alpha}}\left(c_{8} \eta^{+} \beta_{k}^{\eta^{+}} m_{0}^{-1}\right)^{\frac{\alpha p^{-}}{\alpha p^{-}-\eta^{+}}-c_{0} \beta_{k}^{\eta^{+}}\left(c_{8} \eta^{+} \beta_{k}^{\eta^{+}} m_{0}^{-1}\right)^{\frac{\eta^{+}}{\alpha p^{-}-\eta^{+}}-c_{0}\|u\|-c_{7}}} \begin{array}{l} 
\\
\end{array}
\end{aligned}
$$

Because $\beta_{k} \rightarrow 0$ and $\alpha<\alpha p^{-}<\eta^{+}$, we have $I(u) \rightarrow \infty$ as $k \rightarrow \infty$
(A7) From $(A R)$, we get $F(x, t) \geq c_{9}|t|^{\theta}-c_{10}$. Therefore, for any $w \in Y_{k}$ with $\|w\|=1$ and $1<t=\rho_{k}$, we have

$$
\begin{aligned}
I(t \omega) & \leq \frac{m_{1}}{\alpha}\left(\int_{\Omega} A(x, \nabla t \omega) d x\right)^{\frac{m_{1}}{m_{0}} \alpha}-c_{9} t^{\theta} \int_{\Omega}|\omega|^{\theta} d x-c_{10} \\
& \leq \frac{m_{1}}{\alpha\left(p^{-}\right)^{\frac{m_{1}}{m_{0}} \alpha p^{+}}} t^{\frac{m_{1}}{m_{0}} \alpha p^{+}} \int_{\Omega} A(x, \nabla \omega) d x-c_{9} t^{\theta} \int_{\Omega}|\omega|^{\theta} d x-c_{10}
\end{aligned}
$$

By $\theta>\frac{m_{1}}{m_{0}} \alpha p^{+}$and $\operatorname{dim} Y_{k}=k$, it is easy see that $I(t \omega) \rightarrow-\infty$ as $t \rightarrow+\infty$ for $u \in Y_{k}$.
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#### Abstract

In this paper, we develop a concept of $p($.$) - parabolic capacity in order to give a$ result of decomposition of measures(in space and time) which does not charge the sets of null capacity.
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## 1. Introduction and main result

The concept of capacity play an important role in the study of solutions of partial differential equations; it permits to see that the functions in the Sobolev spaces are defined better than almost everywhere. In the elliptic case, the notion of capacity is related to the Sobolev spaces (see [4]). More precisely, let $\Omega \subset \mathbb{R}^{N}$, be open bounded, for $E \subset \Omega$, the Sobolev $p($.$) -capacity of E$ is defined by

$$
\begin{equation*}
C_{p(.)}(E):=\inf _{u \in S_{p(.)}(E)} \int_{\Omega}\left(|u|^{p(x)}+|\nabla u|^{p(x)}\right) d x, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{p(.)}(E):=\left\{u \in W^{1, p(.)}(\Omega): u \geq 1 \text { in an open set containing } E \text { and } u \geq 0\right\} . \tag{2}
\end{equation*}
$$

In the case where $S_{p(.)}(E)=\emptyset$, we set $C_{p(.)}(E)=\infty$. One of the properties of the elliptic capacity is the following: for every $u \in W^{1, p(.)}(\Omega)$, there exists a $p$ (.)quasicontinuous function $v \in W^{1, p(.)}(\Omega)$ such that $u=v$ almost everywhere in $\Omega$ i.e $u=v$ a.e. $\Omega$ and for every $\varepsilon>0$, there exists an open set $U_{\varepsilon} \subset \Omega$ with $C_{p(.)}\left(U_{\varepsilon}\right)<\varepsilon$ such that $v$ restricted to $\Omega \backslash U_{\varepsilon}$ is continuous.
The theory of capacity is an essential tool in the study of the existence and uniqueness of the solution of some elliptic and parabolic problems with measures data. Let's recall that in the context of constant exponent, the authors in [3] proved that every diffuse measure $\mu$ i.e. a measure which does not charge the sets of null $p$-capacity belongs to $L^{1}(\Omega)+W^{-1, p^{\prime}}(\Omega)$ with $p^{\prime}$ the conjuguate of $p$, that permit them to prove the existence and uniqueness of entropy solution for the following problem.

$$
\begin{cases}A(u)=\mu & \text { in } \quad \Omega  \tag{3}\\ u=0 & \text { on } \quad \partial \Omega\end{cases}
$$

where $A$ is a Leray-Lions type operator.
In the context of variable exponent, a similar approach is used in [12] for the elliptic problem

$$
\begin{cases}\nabla \cdot a(x, \nabla u)+\beta(u) \ni \mu & \text { in } \Omega  \tag{4}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\mu$ is a diffuse measure. In [12], the authors used the ideas of [3] to prove that for every diffuse measure $\mu$, there exists $f \in L^{1}(\Omega)$ and $g \in W^{-1, p^{\prime}(.)}(\Omega)$ such that $\mu=f+g$, that permits them to prove the existence and uniqueness of entropy solution of (4).
The notion of parabolic capacity have been introduced firstly in the quadratic case $p \equiv 2$. The thermal capacity related to the heat equation, and its generalizations have been studied, for example, by Lanconelli [9] and Watson [18]. In the papers [1, 6, 7], the concept of parabolic capacities for constant exponent are defined in terms of function spaces. Droniou, Porretta and Prignet in [6], introduced and studied the notion of parabolic capacity associated with the initial boundary valued problem

$$
\begin{cases}u_{t}+A(u)=\mu & \text { in } \quad Q=(0, T) \times \Omega  \tag{5}\\ u=u_{0} & \text { on }\{0\} \times \Omega \\ u=0 & \text { on } \quad(0, T) \times \partial \Omega\end{cases}
$$

They worked with the space

$$
W=\left\{u \in L^{p}\left(0, T ; W^{1, p}(\Omega) \cap L^{2}(\Omega)\right) ; u_{t} \in L^{p^{\prime}}\left(0, T ;\left(W_{0}^{1, p}(\Omega) \cap L^{2}(\Omega)\right)^{\prime}\right)\right\}
$$

to get a representation theorem for measures that are zero on subsets of $Q$ of null capacity, more precisely they proved the following result (see [6]).

Theorem 1.1. Let $\mu$ be a bounded measure on $Q$ which does not charge the sets of null capacity. Then there exists $g_{1} \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right), g_{2} \in L^{p}\left(0, T ; W^{1, p}(\Omega) \cap L^{2}(\Omega)\right)$ and $h \in L^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{Q} \varphi d \mu=\int_{0}^{T}\left\langle g_{1}, \varphi\right\rangle d t-\int_{0}^{T}\left\langle g_{2}, \varphi_{t}\right\rangle d t+\int_{Q} h \varphi d x d t \tag{6}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$, where $\langle.,$.$\rangle denote the duality between \left(W^{1, p}(\Omega) \cap L^{2}(\Omega)\right)^{\prime}$ and $W^{1, p}(\Omega) \cap L^{2}(\Omega)$.
In this paper, we extend the theory developed in [6] in the case of variable exponents (see [14, 15] for the theory of PDEs with variable exponents). The paper is organized as follows: in Section 2, we recall some basic notations and properties of Lebesgue and Sobolev spaces with variable exponents. In Section 3, we introduce and study the notion of $p($.$) - parabolic capacity. In the last section, we show the connection$ between measures defined on the $\sigma$-algebra of borelians of $Q$ and the notion of $p()-$. parabolic capacity and, we prove a theorem of decomposition of measures.

## 2. Preliminary

In this paper, we assume that

$$
\left\{\begin{align*}
p(.): \bar{\Omega} & \rightarrow \mathbb{R} \text { is a continuous function such that }  \tag{7}\\
1<p_{-} & \leq p_{+}<+\infty
\end{align*}\right.
$$

where $p_{-}:=\inf _{x \in \Omega} p(x)$ and $p_{+}:=\sup _{x \in \Omega} p(x)$.
We denote the Lebesgue space with variable exponent $L^{p(.)}(\Omega)$ (see [4] ) as the set of all measurable function $u: \Omega \rightarrow \mathbb{R}$ for which the convex modular

$$
\rho_{p(.)}(u):=\int_{\Omega}|u|^{p(x)} d x
$$

is finite.
If the exponent is bounded, i.e., if $p_{+}<+\infty$, then the expression

$$
\|u\|_{p(.)}:=\inf \left\{\lambda>0: \rho_{p(.)}(u / \lambda) \leq 1\right\}
$$

defines a norm in $L^{p(.)}(\Omega)$, called the Luxembourg norm.
The space $\left(L^{p(.)}(\Omega),\|\cdot\|_{p(.)}\right)$ is a separable Banach space. Moreover, if $1<p_{-} \leq$ $p_{+}<+\infty$, then $L^{p(.)}(\Omega)$ is uniformly convex, hence reflexive and its dual space is isomorphic to $L^{p^{\prime}(.)}(\Omega)$, where $\frac{1}{p(x)}+\frac{1}{p^{\prime}(x)}=1$, for $x \in \Omega$.
Finally, we have the Hölder type inequality

$$
\begin{equation*}
\left|\int_{\Omega} u v d x\right| \leq\left(\frac{1}{p_{-}}+\frac{1}{\left(p^{\prime}\right)_{-}}\right)\|u\|_{p(.)}\|v\|_{p^{\prime}(.)} \tag{8}
\end{equation*}
$$

for all $u \in L^{p(.)}(\Omega)$ and $v \in L^{p^{\prime}(.)}(\Omega)$.
Let

$$
W^{1, p(.)}(\Omega):=\left\{u \in L^{p(.)}(\Omega):|\nabla u| \in L^{p(.)}(\Omega)\right\}
$$

which is Banach space equiped with the following norm

$$
\|u\|_{1, p(.)}:=\|u\|_{p(.)}+\|\nabla u\|_{p(.)}
$$

The space $\left(W^{1, p(.)}(\Omega),\|\cdot\|_{1, p(.)}\right)$ is a separable and reflexive Banach space.
An important role in manipulating the generalized Lebesgue and Sobolev spaces is played by the modular $\rho_{p(.)}$ of the space $L^{p(.)}(\Omega)$. We have the following result.

Proposition 2.1. (see [8, 21]) If $u_{n}, u \in L^{p(.)}(\Omega)$ and $p_{+}<\infty$, the following properties hold true.
$(i)\|u\|_{p(.)}>1 \Rightarrow\|u\|_{p(.)}^{p_{-}}<\rho_{p(.)}(u)<\|u\|_{p(.)}^{p_{+}} ;$
(ii) $\|u\|_{p(.)}<1 \Rightarrow\|u\|_{p(.)}^{p_{+}}<\rho_{p(.)}(u)<\|u\|_{p(.)}^{p_{-}} ;$
(iii) $\|u\|_{p(.)}<1($ respectively $=1 ;>1) \Leftrightarrow \rho_{p(.)}(u)<1($ respectively $=1 ;>1)$;
$($ iv $)\left\|u_{n}\right\|_{p(.)} \rightarrow 0($ respectively $\rightarrow+\infty) \Leftrightarrow \rho_{p(.)}\left(u_{n}\right)<1$ (respectively $\left.\rightarrow+\infty\right)$;
(v) $\rho_{p(.)}\left(u /\|u\|_{p(.)}\right)=1$.

For a measurable function $u: \Omega \rightarrow \mathbb{R}$, we introduce the following notation.

$$
\rho_{1, p(.)}(u)=\int_{\Omega}|u|^{p(x)} d x+\int_{\Omega}|\nabla u|^{p(x)} d x .
$$

Proposition 2.2. (see [17, 19]) If $u \in W^{1, p(.)}(\Omega)$, the following properties hold true. (i) $\|u\|_{1, p(.)}>1 \Rightarrow\|u\|_{1, p(.)}^{p_{-}}<\rho_{1, p(.)}(u)<\|u\|_{1, p(.)}^{p_{+}}$;
(ii) $\|u\|_{1, p(.)}<1 \Rightarrow\|u\|_{1, p(.)}^{p_{+}}<\rho_{p(.)}(u)<\|u\|_{1, p(.)}^{p_{-}}$;
$($ iii $)\|u\|_{1, p(.)}<1$ (respectively $\left.=1 ;>1\right) \Leftrightarrow \rho_{1, p(.)}(u)<1$ (respectively $\left.=1 ;>1\right)$.

Following [2], we extend a variable exponent $p: \bar{\Omega} \rightarrow[1,+\infty)$ to $\bar{Q}=[0, T] \times \bar{\Omega}$ by setting $p(t, x)=p(x)$ for all $(t, x) \in \bar{Q}$.
We may also consider the generalized Lebesgue space

$$
L^{p(.)}(Q)=\left\{u: Q \rightarrow \mathbb{R} \text { measurable such that } \iint_{Q}|u(t, x)|^{p(x)} d(t, x)<\infty\right\}
$$

endowed with the norm

$$
\|u\|_{L^{p(.)}(Q)}:=\inf \left\{\lambda>0, \iint_{Q}\left|\frac{u(t, x)}{\lambda}\right|^{p(x)} d(t, x)<1\right\}
$$

which share the same properties as $L^{p(.)}(\Omega)$.

## 3. Parabolic capacity and measures

3.1. Capacity. In this part, we introduce our notion of capacity, following the approach developed in [6].
Definition 3.1. Let us define $V=W_{0}^{1, p(.)}(\Omega) \cap L^{2}(\Omega)$, endowed with its natural norm $\|\cdot\|_{W_{0}^{1, p(.)}(\Omega)}+\|\cdot\|_{L^{2}(\Omega)}$ and the space

$$
W_{p(.)}(0, T)=\left\{u \in L^{p_{-}}(0, T ; V) ; \nabla u \in\left(L^{p(.)}(Q)\right)^{N}, u_{t} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right\}
$$

endowed with its natural norm $\|u\|_{W_{p(.)}(0, T)}=\|u\|_{L^{p-(0, T ; V)}}+\|\nabla u\|_{\left(L^{p(.)}(Q)\right)^{N}}+$ $\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; V^{\prime}\right)}$.
Since $W_{0}^{1, p(.)}(\Omega)$ and $L^{2}(\Omega)$ are separables and reflexives Banach spaces, it follows that $V$ is a separable and reflexive Banach space. Consequently, the following result can be proved similarly to that in [5]; thus, we omit its proof.
Theorem 3.1. The space $W_{p(.)}(0, T)$ is a separable and reflexive Banach space.
We also have the following result.
Proposition 3.2. i) $W_{p(.)}(0, T)$ is continuously embedded in $C\left(0, T ; L^{2}(\Omega)\right)$. ii) For all $\theta \in C^{\infty}\left(\mathbb{R} \times \mathbb{R}^{N}\right)$ and $u \in W_{p(.)}(0, T)$, $\theta u \in W_{p(.)}(0, T)$ and there exists $C(\theta)$ not depending on $u$ such that $\|\theta u\|_{W_{p(.)}(0, T)} \leq C(\theta)\|u\|_{W_{p(.)}(0, T)}$.
Proof. i) Since $V \hookrightarrow L^{2}(\Omega) \hookrightarrow V^{\prime}$, thanks to [5], $W_{p(.)}(0, T)$ is continuously embedded in $C\left(0, T ; L^{2}(\Omega)\right)$ i.e. there exists $C>0$ such that, for all $u \in W_{p(.)}(0, T)$,

$$
\|u\|_{C\left(0, T ; L^{2}(\Omega)\right)} \leq C\|u\|_{W_{p(.)}(0, T)}
$$

ii) The fact that $\theta$ is a smooth function implies that $\theta u \in L^{p_{-}}(0, T ; V)$ and there exists $C(\theta)>0$ such that $\|\theta u\|_{L^{p-(0, T ; V)}} \leq C(\theta)\|u\|_{L^{p-(0, T ; V)}}$. We know that $\nabla(\theta u)=u \nabla \theta+\theta \nabla u$. Since $\theta$ is a smooth function, there exists $C(\theta)>0$ such that $\|\theta \nabla u\|_{\left(L^{p(.)}(Q)\right)^{N}} \leq C(\theta)\|\nabla u\|_{\left(L^{p(.)}(Q)\right)^{N}}$; moreover, using Poincaré type inequality, one shows that $\|u \nabla \theta\|_{\left(L^{p(.)}(Q)\right)^{N}} \leq C(\theta)\|\nabla u\|_{\left(L^{p(.)}(Q)\right)^{N}}$. Therefore, we can write $\|\nabla(u \theta)\|_{\left(L^{p(.)}(Q)\right)^{N}} \leq C(\theta)\|\nabla u\|_{\left(L^{p(.)}(Q)\right)^{N}}$. We have, in the sense of distributions, $(\theta u)_{t}=u \theta_{t}+\theta u_{t}$. The second term belongs to $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)$ and
$\left\|\theta u_{t}\right\|_{\left.L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)} \leq C(\theta)\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \text {. Since } W_{p(.)}(0, T) \hookrightarrow C\left(0, T ; L^{2}(\Omega)\right) \hookrightarrow\right)} \hookrightarrow$ $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$, then $u \theta_{t} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$ and $\left\|u \theta_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)} \leq$ $C(\theta)\|u\|_{W_{p(.)}(0, T)}$. We know that $L^{2}(\Omega) \hookrightarrow V^{\prime}$, so $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right) \hookrightarrow L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)$, which implies that $u \theta_{t} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)$ and $\left\|u \theta_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \leq C(\theta)\|u\|_{W_{p(.)}(0, T)}$

Remark 3.1. Since $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)=\left(L^{p_{-}}(0, T ; V)\right)^{\prime}$ (since $V$ is a separable reflexive space $)$, and since $L^{p_{-}}(0, T ; V)=L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap L^{p_{-}}\left(0, T ; L^{2}(\Omega)\right)=$ $E \cap F$, with $E \cap F$ being dense both in $E$ and $F$, we have $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)=E^{\prime}+F^{\prime}=$ $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$ and the norms of these spaces are equivalent.

We introduce the space $\widetilde{W}_{p(.)}(0, T)$ by

$$
\begin{aligned}
& \widetilde{W}_{p(.)}(0, T)=\left\{u \in L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right) ; \nabla u \in\left(L^{p(.)}(Q)\right)^{N}\right. \\
& \left.u_{t} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)\right\}
\end{aligned}
$$

Remark 3.2. $W^{-1, p^{\prime}(.)}(\Omega) \hookrightarrow V^{\prime}$, then $\widetilde{W}_{p(.)}(0, T)$ is continuously embedded in $W_{p(.)}(0, T)$.

Now, we give the definition and some properties of capacity.
Definition 3.2. If $U \subset Q$ is an open set, we define the parabolic capacity of $U$ as
$\operatorname{Cap}_{p(.)}(U)=\inf \left\{\|u\|_{W_{p(.)}(0, T)}: u \in W_{p(.)}(0, T), u \geq \chi_{U}\right.$ almost everywhere in $\left.Q\right\}$.

Remark 3.3. We will use the convention that $\inf \emptyset=+\infty$ and for any borelian subset $B \subset Q$ the definition of capacity is extended by setting

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}(B)=\inf \left\{\operatorname{Cap}_{p(.)}(U), U \text { open subset of } Q, B \subset U\right\} \tag{10}
\end{equation*}
$$

Proposition 3.3. The set function $E \mapsto \operatorname{Cap}_{p(.)}(E)$ has the following properties.
i) If $E_{1} \subset E_{2}$, then

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}\left(E_{1}\right) \leq \operatorname{Cap}_{p(.)}\left(E_{2}\right) \tag{11}
\end{equation*}
$$

ii) For $E_{i} \subset Q, i \in \mathbb{N}$, we have

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}\left(\bigcup_{i=1}^{\infty} E_{i}\right) \leq \sum_{i=1}^{\infty} \operatorname{Cap}_{p(.)}\left(E_{i}\right) \tag{12}
\end{equation*}
$$

Proof. i) Firstly, we consider the case where $E_{1}$ and $E_{2}$ are open sets of $Q$. Since $E_{1} \subset E_{2}$, we have

$$
\left\{u \in W_{p(.)}(0, T), u \geq \chi_{E_{1}} \text { a.e. } Q\right\} \supset\left\{u \in W_{p(.)}(0, T), u \geq \chi_{E_{2}} \text { a.e. } Q\right\}
$$

Hence,

$$
\begin{align*}
\operatorname{Cap}_{p(.)}\left(E_{1}\right) & =\inf \left\{\|u\|_{W_{p(.)}(0, T)}: u \in W_{p(.)}(0, T), u \geq \chi_{E_{1}} \text { a.e. } Q\right\} \\
& \leq \inf \left\{\|u\|_{W_{p(.)}(0, T)}: u \in W_{p(.)}(0, T), u \geq \chi_{E_{2}} \text { a.e. } Q\right\} \\
& \leq \operatorname{Cap}_{p(.)}\left(E_{2}\right) \tag{13}
\end{align*}
$$

Now, we suppose that $E_{1}$ and $E_{2}$ are two borelians subsets of Q such that $E_{1} \subset E_{2}$, then we have

$$
\left\{U \text { open set of } Q / E_{2} \subset U\right\} \subset\left\{U \text { open set of } Q / E_{1} \subset U\right\}
$$

Then, it follows that

$$
\begin{align*}
\operatorname{Cap}_{p(.)}\left(E_{1}\right) & =\inf \left\{U \text { open set of } Q / E_{1} \subset U\right\} \\
& \leq \inf \left\{U \text { open set of } Q / E_{2} \subset U\right\} \\
& \leq \operatorname{Cap}_{p(.)}\left(E_{2}\right) \tag{14}
\end{align*}
$$

ii) If $\sum_{i=1}^{\infty} \operatorname{Cap}_{p(.)}\left(E_{i}\right)=+\infty$, then we have

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}\left(\bigcup_{i=1}^{\infty} E_{i}\right)=\operatorname{Cap}_{p(.)}\left(\bigcup_{i=1}^{\infty}\left\{E_{i} / E_{i} \neq \emptyset\right\}\right)<+\infty=\sum_{i=1}^{\infty} \operatorname{Cap}_{p(.)}\left(E_{i}\right) \tag{15}
\end{equation*}
$$

Assuming that $\sum_{i=1}^{\infty} \operatorname{Cap} p().\left(E_{i}\right)<\infty$. Let $U_{i}$ be open set containing $E_{i}$ such that $\operatorname{Cap}_{p(.)}\left(U_{i}\right) \leq \operatorname{Cap}_{p(.)}\left(E_{i}\right)+\frac{\varepsilon}{2^{i}}$ and $u_{i}$ be such that $u_{i} \geq \chi_{U_{i}}$ a.e. in $Q$ with $\left\|u_{i}\right\|_{W_{p(.)}(0, T)} \leq \operatorname{Cap}_{p(.)}\left(U_{i}\right)+\frac{\varepsilon}{2^{i}}$. Then,

$$
\left\|\sum_{i=1}^{n} u_{i}\right\|_{W_{p(.)}(0, T)} \leq \sum_{i=1}^{n}\left\|u_{i}\right\|_{W_{p(.)}(0, T)} \leq \sum_{i=1}^{\infty} \operatorname{Cap}_{p(.)}\left(E_{i}\right)+\varepsilon
$$

i.e. $\sum_{i=1}^{n} u_{i}$ converges strongly in $W_{p(.)}(0, T)$.

Let's now consider $u=\sum_{i=1}^{\infty} u_{i}$; we have $u \geq \chi_{U}$ a.e. in $Q$, where $U=\bigcup_{i=1}^{\infty} U_{i}$, so that, $U$ being open,

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}(U) \leq\|u\|_{W_{p(.)}(0, T)} \leq \sum_{i=1}^{\infty}\left\|u_{i}\right\|_{W_{p(.)}(0, T)} \leq \sum_{i=1}^{\infty} \operatorname{Cap}_{p(.)}\left(E_{i}\right)+\varepsilon \tag{16}
\end{equation*}
$$

Since $\bigcup_{i=1}^{\infty} E_{i} \subset U$, from (16) we get (12).
The notion of capacity can be defined alternatively using compact sets of $Q$. Before that, we introduce the following density result(for the proof, we refer the reader to the proof of Theorem 2.11 in [6]).

Lemma 3.4. Let $\Omega$ be a bounded subset of $\mathbb{R}^{N}$ and $1<p_{-} \leq p_{+}<\infty$. Then, $C_{c}^{\infty}([0, T] \times \Omega)$ is dense in $W_{p(.)}(0, T)$.

Definition 3.3. Let $K$ be a compact subset of $Q$. The capacity of $K$ is defined as

$$
\operatorname{cap}(K)=\inf \left\{\|u\|_{W_{p(.)}(0, T)}: u \in C_{c}^{\infty}([0, T] \times \Omega), u \geq \chi_{K}\right\}
$$

The capacity of any open subset $U$ of $Q$ is then defined by

$$
\operatorname{cap}(U)=\sup \{\operatorname{cap}(K), K \text { compact, } K \subset U\}
$$

and the capacity of any Borelian set $B \subset Q$ by

$$
\operatorname{cap}(B)=\inf \{\operatorname{cap}(U), U \text { open subset of } Q, B \subset U\}
$$

We have the following result.
Proposition 3.5. i) The capacity cap satisfies the subadditivity property.
ii) Let $B$ be a borelian subset of $Q$. Then, $\operatorname{cap}(B)=0$ if and only if $\operatorname{Cap}_{p(.)}(B)=0$.

Proof. The proof is similar to the proofs of Proposition 2.13 and 2.14 in [6].
Now, we give a characterization of null capacity.
Theorem 3.6. Let $B$ be a borelian set in $\Omega$. Let $t_{0} \in(0, T)$ fixed. One has $\operatorname{Cap}_{p(.)}\left(\left\{t_{0}\right\} \times B\right)=0$ if and only if meas $(B)=0$.
Proof. Assume first that $\operatorname{Cap}_{p(.)}\left(\left\{t_{0}\right\} \times B\right)=0$ and let $K$ be any compact set contained in $B$, so that $\operatorname{Cap}_{p(.)}\left(\left\{t_{0}\right\} \times K\right)=0$. Since, by Proposition 3.5, we also have that $\operatorname{cap}\left(\left\{t_{0}\right\} \times B\right)=0$, then, for all $\varepsilon>0$, there exists a function $\psi_{\varepsilon} \in$ $C_{c}^{\infty}([0, T] \times \Omega)$ such that $\left\|\psi_{\varepsilon}\right\|_{W_{p(.)}(0, T)} \leq \varepsilon$ and $\psi_{\varepsilon}\left(t_{0}\right) \geq 1$ on $K$. Since $W_{p(.)}(0, T)$ is embedded in $C\left([0, T] ; L^{2}(\Omega)\right)$, ones has then

$$
\operatorname{meas}(K) \leq \int_{K}\left|\psi_{\varepsilon}\left(t_{0}\right)\right|^{2} d x \leq\left\|\psi_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \leq C\left\|\psi_{\varepsilon}\right\|_{W_{p(.)}(0, T)}^{2} \leq C \varepsilon^{2}
$$

So, we deduce that meas $(K) \leq C \varepsilon^{2}$, and from the arbitrariness of $\varepsilon$, we get that meas $(K)=0$. Since this is true for any compact subset contained in $B$, by regularity of the Lebesgue measure we conclude that meas $(B)=0$.
Conversely, if meas $(B)=0$, then there exists, for all $\varepsilon>0$, an open set $A_{\varepsilon}$ such that $B \subset A_{\varepsilon}$ and meas $\left(A_{\varepsilon}\right)<\varepsilon$.
Let us consider an $\varepsilon>0$ fixed in what follows and, let $K_{n}$ be a sequence of compact sets contained in $A_{\varepsilon}$ such that $K_{n} \subset K_{n+1}$, for all $n \geq 1$ and $\bigcup_{n=1}^{\infty} K_{n}=A_{\varepsilon}$.
Let $\varphi_{n} \in C_{c}\left(A_{\varepsilon}\right)$ (the space of continuous functions with compact support in $A_{\varepsilon}$ ) be such that $0 \leq \varphi_{n} \leq 1, \varphi_{n} \equiv 1$ on $K_{n}$ and $\varphi_{n} \leq \varphi_{n+1}$. Then, we consider for $t_{0} \in[0, T]$, the problem

$$
\left\{\begin{array}{llc}
\left(\psi_{n}\right)_{t}-\operatorname{div}\left(\left|\nabla \psi_{n}\right|^{p(x)-2} \nabla \psi_{n}\right)=0 & \text { in } \quad\left(t_{0}, T\right) \times \Omega  \tag{17}\\
\psi_{n}\left(t_{0}\right)=\varphi_{n} & \text { in } & \Omega \\
\psi_{n}=0 & \text { on }\left(t_{0}, T\right) \times \partial \Omega
\end{array}\right.
$$

which admits (see [20]) a unique weak solution

$$
\psi_{n} \in L^{p_{-}}\left(t_{0}, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap C\left(\left[t_{0}, T\right] ; L^{2}\right.
$$

and $\left(\psi_{n}\right)_{t} \in L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$ with $\nabla \psi_{n} \in\left(L^{p(.)}\left(\left(t_{0}, T\right) \times \Omega\right)\right)^{N}$ such that for all $v \in C^{1}\left(\left[t_{0}, T\right] \times \bar{\Omega}\right)$ with $v(., T)=0$,

$$
\begin{equation*}
-\int_{\Omega} \varphi_{n}(x) v\left(t_{0}, x\right) d x-\int_{t_{0}}^{T} \int_{\Omega} \psi_{n} v_{t} d x d t+\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)-2} \nabla \psi_{n} . \nabla v d x d t=0 \tag{18}
\end{equation*}
$$

holds true.
It's not difficult to see that $\psi_{n} \in L^{p_{-}}\left(t_{0}, T ; V\right)$ and by Remark 3.1 we have $\left(\psi_{n}\right)_{t} \in$ $L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)$ hence, $\psi_{n} \in W_{p(.)}\left(t_{0}, T\right)$. We know that $\left(\psi_{n}(s), v(s)\right) \in V^{2}$ for all $s \in\left[t_{0}, T\right]$ and $V \hookrightarrow L^{2}(\Omega) \hookrightarrow V^{\prime}$, then thanks to [6] we have

$$
\begin{equation*}
\int_{t_{0}}^{T} \int_{\Omega} \psi_{n} v d x d t=\int_{t_{0}}^{T}\left\langle\psi_{n}, v\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} d t=\int_{t_{0}}^{T}\left\langle\psi_{n}, v\right\rangle_{V^{\prime}, V} d t \tag{19}
\end{equation*}
$$

Moreover, $\left(\psi_{n}, v\right)$ satisfies the following integration by part formula

$$
\begin{align*}
\int_{t_{0}}^{T}\left\langle v_{t}, \psi_{n}\right\rangle d t= & \left\langle\psi_{n}(T), v(T)\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)}-\left\langle\psi_{n}\left(t_{0}\right), v\left(t_{0}\right)\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} \\
& -\int_{t_{0}}^{T}\left\langle\left(\psi_{n}\right)_{t}, v\right\rangle_{L^{2}(\Omega), L^{2}(\Omega)} \tag{20}
\end{align*}
$$

Therefore, using (19), (20) and the fact that $v(., T)=0$, we can rewrite (18) as follows.

$$
\begin{equation*}
\int_{t_{0}}^{T}\left(\psi_{n}\right)_{t} v d x d t+\int_{t_{0}}^{T}\left|\nabla \psi_{n}\right|^{p(x)-2} \nabla \psi_{n} . \nabla v d x d t=0 \tag{21}
\end{equation*}
$$

Since $C_{c}^{\infty}\left(\left[t_{0}, T\right] \times \Omega\right)$ is dense in $W_{p(.)}\left(t_{0}, T\right)$, we can choose $\psi_{n}$ as a test function in (21) to obtain

$$
\begin{equation*}
\int_{t_{0}}^{T} \int_{\Omega} \psi_{n}\left(\psi_{n}\right)_{t}+\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t=0 \tag{22}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \psi_{n}(., T)^{2}+\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t=\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x \tag{23}
\end{equation*}
$$

So,

$$
\begin{equation*}
\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t \leq \frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x \tag{24}
\end{equation*}
$$

Therefore, using Proposition 2.1 we obtain

$$
\begin{align*}
\|\nabla \psi\|_{\left(L^{p(.)}\left(\left(t_{0}, T\right) \times \Omega\right)\right)} & \leq \max \left\{\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t\right)^{\frac{1}{p_{-}}},\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t\right)^{\frac{1}{p_{+}}}\right\} \\
& \leq \max \left\{\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{p_{-}}},\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{p_{+}}}\right\} \tag{25}
\end{align*}
$$

and

$$
\begin{align*}
\int_{t_{0}}^{T}\|\nabla \psi\|_{p(.)}^{p_{-}} d t & \leq \int_{t_{0}}^{T} \max \left\{\int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x,\left(\int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x\right)^{\frac{p_{-}}{p_{+}}}\right\} d t \\
& \leq \int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t+T^{1-\frac{p_{-}}{p_{+}}}\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t\right)^{\frac{p_{-}}{p_{+}}}(2 \tag{26}
\end{align*}
$$

then it follows that

$$
\begin{equation*}
\int_{t_{0}}^{T}\left\|\psi_{n}\right\|_{W_{0}^{1, p(.)}(\Omega)}^{p_{-}} d t \leq \frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{p_{-}}{p_{+}}} \tag{27}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left\|\psi_{n}\right\|_{L^{p_{-}}\left(t_{0}, T ; W_{0}^{1, p(.)}(\Omega)\right)} \leq\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{p_{-}}{p_{+}}}\right)^{\frac{1}{p_{-}}} \tag{28}
\end{equation*}
$$

In (21), we take $v=\psi_{n} \chi_{\left(t_{0}, t\right)}$ as a test function, where $\chi_{\left(t_{0}, t\right)}$ is defined as the characteristic function of $\left(t_{0}, t\right), t \in\left[t_{0}, T\right]$ then, using the integration by part formula, we get

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \psi_{n}(., t)^{2} d x+\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t=\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x \tag{29}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega} \psi_{n}(., t)^{2} d x \leq \frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x \tag{30}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\left\|\psi_{n}\right\|_{L^{\infty}\left(\left(t_{0}, t\right) ; L^{2}(\Omega)\right)} \leq\left(\int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{2}} \tag{31}
\end{equation*}
$$

Let $v \in L^{p_{-}}(0, T ; V)$ such that $\|v\|_{L^{p_{-}(0, T ; V)}} \leq 1$, for every $k \geq 1$,
$A_{k}=\left\{t \in[0, T]:\|v\|_{V} \geq k\right\}$ and $\mathcal{A}=\bigcup_{k \geq 1} A_{k}$.
We have

$$
\begin{align*}
\operatorname{meas}(\mathcal{A}) & =\frac{1}{k} \int_{\mathcal{A}} k d t \leq \frac{1}{k} \int_{\mathcal{A}}\|v\|_{V} d t \leq \frac{1}{k} \int_{\mathcal{A}}\|v\|_{V}^{p_{-}} d t \\
& \leq \frac{1}{k} \int_{0}^{T}\|v\|_{V}^{p_{-}} d t \leq \frac{1}{k}\|v\|_{L^{p_{-}}(0, T ; V)}^{p_{-}} \leq \frac{1}{k} \tag{32}
\end{align*}
$$

Hence, we deduce by letting $k \rightarrow \infty$ that meas $(\mathcal{A})=0$.
We use (22) and the Hölder type inequality to get

$$
\begin{align*}
& \left|\left\langle\left(\psi_{n}\right)_{t}, v\right\rangle_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right), L^{p_{-}-\left(t_{0}, T ; V\right)}}\right|=\left|\int_{t_{0}}^{T}\left\langle\left(\psi_{n}\right)_{t}, v\right\rangle_{V^{\prime}, V} d t\right| \\
& =\left|\int_{t_{0}}^{T} \int_{\Omega}\left(\psi_{n}\right)_{t} v d x d t\right| \leq\left.\int_{t_{0}}^{T} \int_{\Omega}| | \nabla \psi_{n}\right|^{p(x)-2} \nabla \psi_{n} . \nabla v d x d t \mid \\
& \leq 2 \int_{t_{0}}^{T} \int_{\Omega}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|\nabla v\|_{p(.)} \leq \int_{t_{0}}^{T}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} . \tag{33}
\end{align*}
$$

Since meas $(\mathcal{A})=0$, we deduce that

$$
\begin{align*}
& \int_{t_{0}}^{T}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t \\
& \quad=\int_{A_{1}}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t+\int_{\left[\left[t_{0}, T\right] \backslash A_{1}\right]}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t \\
& \quad \leq \int_{\mathcal{A}}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t+\int_{\left[\left[t_{0}, T\right] \backslash A_{1}\right]}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t \\
& \quad \leq \int_{\left[\left[t_{0}, T\right] \backslash A_{1}\right]}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t \tag{34}
\end{align*}
$$

which implies that

$$
\begin{align*}
& \left|\left\langle\left(\psi_{n}\right)_{t}, v\right\rangle_{L^{(p-)^{\prime}}\left(t_{0}, T ; V^{\prime}\right), L^{p_{-}\left(t_{0}, T ; V\right)}}\right| \leq \int_{\left[\left[t_{0}, T\right] \backslash A_{1}\right]}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}\|v\|_{V} d t \\
& \quad \leq \int_{\left[\left[t_{0}, T\right] \backslash A_{1}\right]}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)} d t \leq \int_{t_{0}}^{T}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)} d t  \tag{35}\\
& \quad \leq\left(T-t_{0}\right)^{1-\frac{1}{\left(p^{\prime}\right)}-}\left(\int_{t_{0}}^{T}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}^{\left(p^{\prime}\right)} d t\right)^{\frac{1}{\left(p^{\prime}\right)}-}
\end{align*}
$$

Hence, we get

$$
\begin{equation*}
\left\|\left(\psi_{n}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \leq T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\int_{t_{0}}^{T}\left\|\left|\nabla \psi_{n}\right|^{p(.)-1}\right\|_{p^{\prime}(.)}^{\left(p^{\prime}\right)_{-}} d t\right)^{\frac{1}{\left(p^{\prime}\right)}-} \tag{36}
\end{equation*}
$$

Consequently, we use Proposition 2.1 to get

$$
\begin{align*}
& \int_{t_{0}}^{T}\left\||\nabla \psi|^{p(.)-1}\right\|_{p^{\prime}(.)}^{\left(p^{\prime}\right)} d t \leq \int_{t_{0}}^{T} \max \left\{\int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x,\left(\int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x\right)^{\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\right\} d t \\
& \quad \leq \int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t+\left(T-t_{0}\right)^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t\right)^{\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}} . \tag{37}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& \left\|\left(\psi_{n}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \\
& \leq T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t+T^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\int_{t_{0}}^{T} \int_{\Omega}\left|\nabla \psi_{n}\right|^{p(x)} d x d t\right)^{\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} \\
& \leq T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x+T^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} . \tag{38}
\end{align*}
$$

Finally, combining (25), (26), (31) and (38), we conclude that
$\left\|\nabla \psi_{n}\right\|_{L^{p(.)}\left(\left(t_{0}, T\right) \times \Omega\right)}+\left\|\psi_{n}\right\|_{L^{p^{-}\left(t_{0}, T ; W_{0}^{1, p(.)}(\Omega)\right)}}+\left\|\psi_{n}\right\|_{L^{\infty}\left(t_{0}, t ; L^{2}(\Omega)\right)}+\left\|\left(\psi_{n}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)}$

$$
\begin{align*}
\leq & \left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{p_{-}}}+\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{p_{+}}}+\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{p_{-}}{p_{+}}}\right)^{\frac{1}{p_{-}}} \\
& +\left(\int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{1}{2}}+T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x+T^{1-\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2} \int_{\Omega} \varphi_{n}^{2} d x\right)^{\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} \tag{39}
\end{align*}
$$

Let us now construct a function $\tilde{\psi}_{n}$ defined on $[0, T]$ by setting

$$
\left\{\begin{array}{ll}
\tilde{\psi}_{n}=\psi_{n} & \text { in } \left.\quad] t_{0}, T\right] \times \Omega \\
\tilde{\psi}_{n}=\psi_{n}\left(T-\frac{t\left(T-t_{0}\right)}{t_{0}}\right) & \text { in }
\end{array}\left[0, t_{0}\right] \times \Omega .\right.
$$

By (39), we have

$$
\begin{align*}
& \left\|\nabla \tilde{\psi}_{n}\right\|_{\left(L^{p(.)}\left(\left(t_{0}, T\right) \times \Omega\right)\right.}+\left\|\tilde{\psi}_{n}\right\|_{L^{p_{-}\left(t_{0}, T ; W_{0}^{1, p(.)}(\Omega)\right.}}+\left\|\tilde{\psi}_{n}\right\|_{L^{\infty}\left(t_{0}, t ; L^{2}(\Omega)\right)}+\left\|\left(\tilde{\psi}_{n}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(t_{0}, T ; V^{\prime}\right)}} \\
& \leq\left(\frac{1}{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{p_{-}}}+\left(\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{1}{p_{+}}}+\left(\frac{1}{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}+T^{1-\frac{p_{-}-}{p_{+}}}\left(\frac{1}{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{p_{-}-}{p_{+}}}\right)^{\frac{1}{p_{-}}} \\
& \quad+\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}+T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}+T^{1-\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2}\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2}\right)^{\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} \tag{40}
\end{align*}
$$

Since $\varphi_{n} \in C_{c}\left(A_{\varepsilon}\right)$ and $0 \leq \varphi_{n} \leq 1$, we deduce that $\left\|\varphi_{n}\right\|_{L^{2}(\Omega)}^{2} \leq \operatorname{meas}\left(A_{\varepsilon}\right) \leq \varepsilon$, then, it follows that

$$
\begin{align*}
&\left\|\nabla \tilde{\psi}_{n}\right\|_{\left(L^{p(\cdot)}\left(\left(t_{0}, T\right) \times \Omega\right)\right)}+\left\|\tilde{\psi}_{n}\right\|_{L^{p_{-}}\left(t_{0}, T ; W_{0}^{1, p(.)}(\Omega)\right)}+\left\|\tilde{\psi}_{n}\right\|_{L^{\infty}\left(t_{0}, t ; L^{2}(\Omega)\right)} \\
&+\left\|\left(\tilde{\psi}_{n}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \leq\left(\frac{1}{2} \varepsilon\right)^{\frac{1}{p_{-}}}+(\varepsilon)^{\frac{1}{p_{+}}}+\left(\frac{1}{2} \varepsilon+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{p_{-}}{p_{+}}}\right)^{\frac{1}{p_{-}}}+\varepsilon^{\frac{1}{2}} \\
&+T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2} \varepsilon+T^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} \tag{41}
\end{align*}
$$

The fact that $\psi_{n}$ belongs to $C\left(\left[t_{0}, T\right], L^{2}(\Omega)\right)$, implies that $\psi_{n} \in C\left(\left[t_{0}, T\right] \times \Omega\right)$, then it follows that $\tilde{\psi}_{n} \in C\left(\left[t_{0}, T\right] \times \Omega\right)$. Therefore, the set $U_{n}=\left\{\tilde{\psi}_{n}>\frac{1}{2}\right\}$ is open.

Since $U_{n}$ is open and $2 \tilde{\psi}_{n}>\chi_{U_{n}}$, we have

$$
\begin{align*}
\operatorname{Cap}_{p(.)}\left(U_{n}\right) \leq & 2\left\|\psi_{n}\right\|_{W_{p(.)}(0, T)}  \tag{42}\\
\leq & \left(\frac{1}{2} \varepsilon\right)^{\frac{1}{p_{-}}}+(\varepsilon)^{\frac{1}{p_{+}}}+\left(\frac{1}{2} \varepsilon+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{p_{-}}{p_{+}}}\right)^{\frac{1}{p_{-}}}+\varepsilon^{\frac{1}{2}} \\
& +T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2} \varepsilon+T^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left.\left(p^{\prime}\right)\right)_{-}}} \tag{43}
\end{align*}
$$

Since the sequence $\varphi_{n}$ is nondecreasing, we have that the sequence $\tilde{\psi}_{n}$ is nondecreasing as well, hence $U_{n} \subset U_{n+1}, \operatorname{Cap}_{p(.)}\left(U_{n}\right)$ is also a nondecreasing sequence and bounded too. Let's show that

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}\left(U_{\infty}\right)=\lim _{n \rightarrow \infty} \operatorname{Cap}_{p(.)}\left(U_{n}\right) \tag{44}
\end{equation*}
$$

where $U_{\infty}=\bigcup_{n=1}^{\infty} U_{n}$.
In fact, we have $U_{n} \subset U_{\infty}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Cap}_{p(.)}\left(U_{n}\right) \leq \operatorname{Cap}_{p(.)}\left(U_{\infty}\right) \tag{45}
\end{equation*}
$$

Now, we take $\left(u_{n}\right)_{n \in \mathbb{N}} \subset W_{p(.)}(0, T)$ such that

$$
u_{n} \geq \chi_{U_{n}} \text { a.e. in } Q \text { and }\left\|u_{n}\right\|_{W_{p(.)}(0, T)} \leq \operatorname{Cap}_{p(.)}\left(U_{n}\right)+\frac{1}{n}
$$

Thanks to (42), $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $W_{p(.)}(0, T)$, then we can extract a subsequence still denoted by $\left(u_{n}\right)_{n \in \mathbb{N}}$ such that $u_{n} \rightarrow u$ weakly in $W_{p(.)}(0, T)$ and a.e. in $Q$. Since $U_{n}$ is nondecreasing and $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges almost everywhere to $u$, we deduce that $u \geq \chi_{U_{\infty}}$ a.e. in $Q$, hence it follows that

$$
\begin{equation*}
\operatorname{Cap}_{p(.)}\left(U_{\infty}\right) \leq\|u\|_{W_{p(.)}(0, T)} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{W_{p(.)}(0, T)} \leq \lim _{n \rightarrow \infty} \operatorname{Cap}_{p(.)}\left(U_{n}\right) \tag{46}
\end{equation*}
$$

Combining (45) and (46), we obtain (44).
Since $\varphi_{n}=1$ on $K_{n}$ for each $n$ and $\left\{t_{0}\right\} \times A_{\varepsilon} \supset\left\{t_{0}\right\} \times B$ then, we conclude from (44) and (45) that

$$
\begin{align*}
\operatorname{Cap}_{p(.)}\left(\left\{t_{0}\right\} \times B\right) \leq & \operatorname{Cap}_{p(.)}\left(U_{\infty}\right)=\lim _{n \infty} \operatorname{Cap}_{p(.)}\left(U_{n}\right) \\
\leq & \left(\frac{1}{2} \varepsilon\right)^{\frac{1}{p_{-}}}+(\varepsilon)^{\frac{1}{p_{+}}}+\left(\frac{1}{2} \varepsilon+T^{1-\frac{p_{-}}{p_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{p_{-}}{p_{+}}}\right)^{\frac{1}{p_{-}}}+\varepsilon^{\frac{1}{2}} \\
& +T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\frac{1}{2} \varepsilon+T^{1-\frac{\left(p^{\prime}\right)-}{\left(p^{\prime}\right)_{+}}}\left(\frac{1}{2} \varepsilon\right)^{\frac{\left.\left(p^{\prime}\right)\right)_{-}}{\left.p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} . \tag{47}
\end{align*}
$$

Hence, letting $\varepsilon \rightarrow 0$ in (47), we deduce that $\operatorname{Cap}_{p(.)}\left(\left\{t_{0}\right\} \times B\right)=0$

### 3.2. Quasicontinuous function.

Definition 3.4. A claim is said to hold $C a p_{p(.)}$-quasi everywhere if it holds everywhere except on a set of zero $p($.$) -capacity. A function u: Q \rightarrow \mathbb{R}$ is said to be $C a p_{p(.)}$-quasi continuous if for every $\varepsilon>0$, there exists an open set $U_{\varepsilon}$ with $\operatorname{Cap}_{p(.)}\left(U_{\varepsilon}\right)<\varepsilon$ such that $u$ restricted to $Q \backslash U_{\varepsilon}$ is continuous.

In this section, we prove that every element of $W_{p(.)}(0, T)$ admits cap-quasi continuous representative. We recall that the approach developed in elliptic case (see [4]) cannot extend in our situation since if $u \in W_{p(.)}(0, T)$, one may have $|u| \notin W_{p(.)}(0, T)$ (see [6]).

Lemma 3.7. (i) Let $u$ belongs to $W_{p(.)}(0, T)$; then there exists a function $z$ in $\widetilde{W}_{p(.)}(0, T)$ such that $|u|<z$ and

$$
\begin{equation*}
\|z\|_{\widetilde{W}_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{+}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
{[u]_{*}=} & \rho_{p(.)}(|\nabla u|)+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(0, T ; V^{\prime}\right)}}^{\left(p^{\prime}\right)} \\
& +\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)} \tag{49}
\end{align*}
$$

(ii) If $u$ belongs to $L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap L^{\infty}(Q)$ and $u_{t}$ in $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+$ $L^{1}(Q)$, then there exists $z \in \widetilde{W}_{p(.)}(0, T)$ such that $|u|<z$ and

$$
\begin{equation*}
[z] \leq C\left([u]_{* *}+[u]_{* *}^{\frac{1}{p_{-}}}+[u]_{* *}^{\frac{1}{p_{+}}}+[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
& {[u]_{* *}=\rho_{p(.)}(|\nabla u|)+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}^{\left(p^{\prime}\right)}}  \tag{51}\\
& \quad+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(\cdot)}(\Omega)\right)+L^{1}(Q)}\|u\|_{L^{\infty}(Q)}
\end{align*}
$$

and

$$
\begin{equation*}
[z]=\|z\|_{L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}}+\left\|z_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)^{\prime}}+\|z\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\|\nabla z\|_{p(.)} . \tag{52}
\end{equation*}
$$

Proof. We divide the proof in two steps.
Step 1. Let us consider the penalized problem

$$
\begin{cases}\left(u_{\varepsilon}\right)_{t}-\Delta_{p(.)} u_{\varepsilon}=\frac{1}{\varepsilon}\left(u_{\varepsilon}-u\right)^{-} & \text {in }(0, T) \times \Omega  \tag{53}\\ u_{\varepsilon}(0)=u^{+}(0) & \text { on } \Omega \\ u_{\varepsilon}=0 & \text { on }(0, T) \times \partial \Omega .\end{cases}
$$

According to [11], we can prove that this problem admits a nonnegative solution $u_{\varepsilon}$ in $C\left([0, T] ; L^{2}(\Omega)\right) \cap L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$.

Taking $u_{\varepsilon}-u$ as a test function in (53) then, for every $t$ in $[0, T]$ we have

$$
\begin{aligned}
\int_{0}^{t}\left\langle\left(u_{\varepsilon}-u\right)_{t}, u_{\varepsilon}-u\right\rangle d s & +\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s=\frac{1}{\varepsilon} \int_{0}^{t} \int_{\Omega}\left(u_{\varepsilon}-u\right)^{-}\left(u_{\varepsilon}-u\right) d x d s \\
& +\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)-2} \nabla u_{\varepsilon} . \nabla u d x d s-\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d x d s
\end{aligned}
$$

By integration by parts formula and the fact that $\left(u_{\varepsilon}-u\right)^{-}\left(u_{\varepsilon}-u\right) \leq 0$, we deduce that

$$
\begin{array}{r}
\frac{1}{2} \int_{\Omega}\left|u_{\varepsilon}-u\right|^{2}(t) d x+\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s \leq \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)-2} \nabla u_{\varepsilon} . \nabla u d x d s \\
+\frac{1}{2} \int_{\Omega}\left|u_{\varepsilon}(0)-u(0)\right|^{2} d x-\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d x d s
\end{array}
$$

which implies that

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega}\left|u_{\varepsilon}\right|^{2}(t) d x+\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s & \leq \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)-1}|\nabla u| d x d s \\
& +\frac{1}{2} \int_{\Omega}|u(0)|^{2} d x
\end{aligned}+\int_{\Omega}\left|u_{\varepsilon}(t)\right||u(t)| d x-\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d s .
$$

Now, we use the Young inequality to obtain

$$
\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)-1}|\nabla u| d x d t \leq 2^{p^{+}} \int_{Q}|\nabla u|^{p(x)} d x d t+\frac{1}{2} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s
$$

and

$$
\int_{\Omega}\left|u_{\varepsilon}(t)\right||u(t)| d x \leq \frac{1}{4} \int_{\Omega}\left|u_{\varepsilon}(t)\right|^{2} d x+2 \int_{\Omega}|u(t)|^{2} d x
$$

Thus,

$$
\begin{align*}
\frac{1}{4} \int_{\Omega}\left|u_{\varepsilon}\right|^{2}(t) d x+\frac{1}{2} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s \leq 2^{p_{+}} \int_{Q}|\nabla u|^{p(x)} d x d s  \tag{54}\\
+\frac{5}{2}\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}-\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d s
\end{align*}
$$

If we are in case $i), u$ is in $W_{p(.)}(0, T)$ and we have

$$
\begin{align*}
& \left|\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d t\right| \leq \int_{0}^{t}\left\|u_{t}\right\|_{V^{\prime}}\left\|u_{\varepsilon}-u\right\|_{V} d t \\
& \quad \leq \int_{0}^{t}\left\|u_{t}\right\|_{V^{\prime}}\left\|u_{\varepsilon}-u\right\|_{W_{0}^{1, p(.)}(\Omega)} d t+\int_{0}^{t}\left\|u_{t}\right\|_{V^{\prime}}\left\|u_{\varepsilon}-u\right\|_{L^{2}(\Omega)} d t  \tag{55}\\
& \quad \leq\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, t ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p-}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}+\left\|u_{t}\right\|_{L^{1}\left(0, t ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)} \\
& \quad \leq\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p}-\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}+C\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)} .
\end{align*}
$$

Thanks to Proposition 2.1 and Hölder inequality, we have

$$
\begin{align*}
\| u_{\varepsilon} & -u \|_{L^{p_{-}}}^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right) \\
& \leq \int_{0}^{t} \max \left\{\int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x,\left(\int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x\right)^{\frac{p_{-}}{p_{+}}}\right\} d s  \tag{56}\\
& \leq \int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s+t^{1-\left(p_{-} / p_{+}\right)}\left(\int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s\right)^{\frac{p_{-}}{p_{+}}} .
\end{align*}
$$

Hence, if $\int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s>1$, we deduce that

$$
\begin{align*}
\| u_{\varepsilon} & -u \|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}} \\
& \leq \int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s+T^{1-\left(p_{-} / p_{+}\right)} \int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s \\
& \leq\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right) \int_{0}^{t} \int_{\Omega}\left(\left|\nabla u_{\varepsilon}\right|+|\nabla u|\right)^{p(x)} d x d s \\
& \leq\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right) \int_{0}^{t} \int_{\Omega} 2^{p_{+}-1}\left(\left|\nabla u_{\varepsilon}\right|^{p(x)}+|\nabla u|^{p(x)}\right) d x d s \\
& \leq\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right) 2^{p_{+}}\left(\int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s+\int_{0}^{t} \int_{\Omega}|\nabla u|^{p(x)} d x d s\right) . \tag{57}
\end{align*}
$$

Since from the Young inequality, we have

$$
\begin{align*}
& \left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}  \tag{58}\\
& =2^{\frac{p_{+}+2}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \frac{\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right.} \frac{2^{\frac{p_{+}+2}{p_{-}}}}{p^{\prime}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}}}{} \\
& \leq 2^{\frac{\left(p_{-}\right)^{\prime}\left(p_{+}+2\right)}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)^{\prime}}+\frac{\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}^{2^{p_{+}+2}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)} .}{} .
\end{align*}
$$

Then, if $\int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s>1$, by (57) and (58) we deduce that

$$
\begin{align*}
& \left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}  \tag{59}\\
& \quad \leq 2^{\frac{\left(p_{-}\right)^{\prime}\left(p_{+}+2\right)}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)} \\
& \quad+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s+\frac{1}{4}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s .
\end{align*}
$$

If $\int_{0}^{t} \int_{\Omega}\left|\nabla\left(u_{\varepsilon}-u\right)\right|^{p(x)} d x d s \leq 1$, from (56) we get

$$
\begin{equation*}
\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)} \leq\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}} \tag{60}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p-}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)} \leq\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \tag{61}
\end{equation*}
$$

Therefore, using (59) - (61), we deduce that

$$
\begin{align*}
& \left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\left\|u_{\varepsilon}-u\right\|_{L^{p_{-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)} \\
& \leq 2^{\frac{\left(p_{-}\right)^{\prime}\left(p_{+}+2\right)}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)^{\prime}}  \tag{62}\\
& \quad+\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s+\frac{1}{4} \int_{Q}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s
\end{align*}
$$

Note also that, from the Young inequality, we have

$$
\begin{aligned}
& C\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}}\left\|u-u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)} \\
& \leq C\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}+4 C\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\frac{1}{4}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}} \quad \leq\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}+16 C^{2}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\frac{1}{16}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2} \\
& \leq C\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+16 C^{2}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}^{2}}+\frac{1}{8}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2} .} .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
\mid \int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-\right. & u\rangle d t \left\lvert\, \leq 2^{\frac{\left(p_{-}\right)^{\prime}\left(p_{+}+2\right)}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)^{\prime}}\right)^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(0, T ; V^{\prime}\right)}}^{\left(p_{-}\right)^{\prime}}\right. \\
& +\left(1+T^{1-\left(p_{-} / p_{+}\right)^{\prime}}\right)^{\frac{1}{p_{-}}}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s \\
& +\frac{1}{4} \int_{Q}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s+C\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)} \\
& +16 C^{2}\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\frac{1}{8}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2} \tag{63}
\end{align*}
$$

Combining(54) and (63), we obtain

$$
\begin{align*}
& \frac{1}{4} \int_{\Omega}\left|u_{\varepsilon}\right|^{2}(t) d x-\frac{1}{8}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t \\
& \leq C \\
& \quad\left(\int_{Q}|\nabla u|^{p(x)} d x d t+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(0, T ; V^{\prime}\right)}}^{\left(p_{-}\right)^{\prime}}\right.  \tag{64}\\
& \left.\quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(0, T ; V^{\prime}\right)}}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\right)
\end{align*}
$$

which implies that

$$
\begin{align*}
& \left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\left\|u_{\varepsilon}\right\|_{L^{p_{-}-0, T ; W_{0}^{1, p(.)}(\Omega)}}^{p_{-}} \\
& \leq C \\
& \leq\left(\int_{Q}|\nabla u|^{p(x)} d x d t+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}^{\prime}\right)}\right.  \tag{65}\\
& \left.\quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\right) .
\end{align*}
$$

Now, we are in the case $i i$ ) and we prove an $L^{\infty}$ estimate on $u_{\varepsilon}$. Let $G_{k}$ be defined on $\mathbb{R}$ by $G_{k}(r)=(r-k)^{+}$, where $k=\|u\|_{L^{\infty}(\Omega)}$. We take $G_{k}\left(u_{\varepsilon}\right)=\left(u_{\varepsilon}-k\right)^{+}$as a test function in (53), and using the fact that $G_{k}^{\prime}=\left(G_{k}^{\prime}\right)^{p(.)}, u_{\varepsilon} \geq 0$, we obtain

$$
\int_{Q}\left|\nabla G_{k}\left(u_{\varepsilon}\right)\right|^{p(x)} d x d t=\int_{Q} G_{k}^{\prime}\left(u_{\varepsilon}\right)\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t \leq \int_{Q} \frac{1}{\varepsilon}\left(u_{\varepsilon}-u\right)^{-} G_{k}\left(u_{\varepsilon}\right) d x d t
$$

and since $\left(u_{\varepsilon}-u\right) G_{k}\left(u_{\varepsilon}\right)=0$ for $k=\|u\|_{L^{\infty}(Q)}$, then it follows that

$$
\left\|u_{\varepsilon}\right\|_{L^{\infty}(Q)} \leq\|u\|_{L^{\infty}(Q)}
$$

Thus, writing $u_{t}=u_{t}^{1}+u_{t}^{2}$, with $u_{t}^{1} \in L^{\left(p^{\prime}\right)_{-}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$ and $u_{t}^{2} \in L^{1}(Q)$ such that $\left\|u_{t}^{1}\right\|_{L^{\left(p^{\prime}\right)}-\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)}+\left\|u_{t}^{2}\right\|_{L^{1}(Q)} \leq 2\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}$, one has

$$
\begin{align*}
& \left|\int_{0}^{t}\left\langle u_{t}, u_{\varepsilon}-u\right\rangle d s\right| \leq \int_{0}^{t}\left\|u_{t}^{1}\right\|_{W^{-1, p^{\prime}(.)(\Omega)}}\left\|u-u_{\varepsilon}\right\|_{W_{0}^{1, p(.)}(\Omega)} d t+\left\|u_{t}^{2}\right\|_{L^{1}(Q)}\left\|u-u_{\varepsilon}\right\|_{L^{\infty}(Q)} \\
& \leq\left\|u_{t}^{1}\right\|_{L^{\left(p^{\prime}\right)}-\left(0, t ; W^{-1, p^{\prime}(.)}(\Omega)\right)}\left\|u-u_{\varepsilon}\right\|_{L^{p-}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}+2\left\|u_{t}^{2}\right\|_{L^{1}(Q)}\|u\|_{L^{\infty}(Q)} \\
& \leq\left\|u_{t}^{1}\right\|_{L^{\left(p^{\prime}\right)}-\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)}\left\|u-u_{\varepsilon}\right\|_{L^{p-}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)}+2\left\|u_{t}^{2}\right\|_{L^{1}(Q)}\|u\|_{L^{\infty}(Q)} \\
& \leq 2\left\|u_{t}\right\|_{L^{\left(p^{\prime}\right)}-\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\left\|u-u_{\varepsilon}\right\|_{L^{p-}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right)} \\
& +4\left\|u_{t}\right\|_{L^{\left(p^{\prime}\right)}-\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\|u\|_{L^{\infty}(Q)} . \tag{66}
\end{align*}
$$

From (62), we get

$$
\begin{align*}
& 2\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\left\|u_{\varepsilon}-u\right\|_{L^{p-}}\left(0, t ; W_{0}^{1, p(.)}(\Omega)\right) \\
& \leq 2^{\frac{\left(p_{-}\right)^{\prime}\left(p_{+}+2\right)}{p_{-}}}\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\left\|2 u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)(\Omega)}\left(p_{-}^{\prime}\right)+L^{1}(Q)\right.} \\
& \quad+\left(1+T^{1-\left(p_{-} / p_{+}\right)}\right)^{\frac{1}{p_{-}}}\left\|2 u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)} \\
& \quad+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s+\frac{1}{4} \int_{Q}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d s . \tag{67}
\end{align*}
$$

Therefore, using (54) and (66)-(67), we obtain

$$
\begin{align*}
& \frac{1}{4} \int_{\Omega}\left|u_{\varepsilon}\right|^{2}(t) d x+\frac{1}{4} \int_{0}^{t} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t  \tag{68}\\
& \quad \leq C\left(\int_{Q}|\nabla u|^{p(x)} d x d t+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)(\Omega)}\left(p_{-}\right)^{\prime}\right.}^{p\left(L^{1}(Q)\right.}\right. \\
& \left.\quad+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\|u\|_{L^{\infty}(Q)}\right)
\end{align*}
$$

which implies that

$$
\begin{align*}
& \left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{\varepsilon}\right\|_{L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}}  \tag{69}\\
& \quad \leq C\left(\int_{Q}|\nabla u|^{p(x)} d x d t+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}^{\left(p_{-}\right)^{\prime}}\right. \\
& \left.\quad+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{\left.-1, p^{\prime}(.)(\Omega)\right)+L^{1}(Q)}\right.}\|u\|_{L^{\infty}(Q)}\right) .
\end{align*}
$$

Using estimates (65) or (68), we deduce that the sequence $\left(u_{\varepsilon}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and in $L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$. This implies the existence of a subsequence of $\left(u_{\varepsilon}\right)$ converging to an element $w$ weakly in $L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$ and weakly -* in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$. As in [6], ones shows that if $\varepsilon<\eta$ then, $u_{\varepsilon} \geq u_{\eta}$. Therefore, we conclude that $\left(u_{\varepsilon}\right)_{\varepsilon>0}$ is a nonnegative decreasing bounded sequence in $L^{1}(Q)$. Consequently, from the monotone convergence theorem, $u_{\varepsilon}$ converges to $w$ in $L^{1}(Q)$ and almost everywhere in $Q$.
Taking $\left(u_{\varepsilon}-u\right)^{-}$as a test function in (53), we obtain
$\int_{0}^{T}\left\langle\left(u_{\varepsilon}\right)_{t},\left(u_{\varepsilon}-u\right)^{-}\right\rangle d t+\int_{0}^{T}\left|\nabla u_{\varepsilon}\right|^{p(x)-2} \nabla u_{\varepsilon} \cdot \nabla\left(u_{\varepsilon}-u\right)^{-} d x d t=\frac{1}{\varepsilon} \int_{Q}\left|\left(u_{\varepsilon}-u\right)^{-}\right|^{2} d x d t$, which implies that

$$
\begin{aligned}
& \frac{1}{\varepsilon} \int_{Q}\left|\left(u_{\varepsilon}-u\right)^{-}\right|^{2} d x d t+\frac{1}{2} \int_{Q}\left|\left(u_{\varepsilon}-u\right)^{-}\right|^{2}(T) d x \\
& \quad=\int_{0}^{T}\left\langle\left(u_{\varepsilon}\right)_{t},\left(u_{\varepsilon}-u\right)^{-}\right\rangle d t+\int_{0}^{T}\left|\nabla u_{\varepsilon}\right|^{p(x)-2} \nabla u_{\varepsilon} \cdot \nabla\left(u_{\varepsilon}-u\right)^{-} d x d t .
\end{aligned}
$$

Hence, by (65) in case $i$ ) or (68) and $L^{\infty}$-estimates in case $i i$ ), we deduce that

$$
\frac{1}{\varepsilon} \int_{Q}\left|\left(u_{\varepsilon}-u\right)^{-}\right|^{2} d x d t \leq M
$$

which implies, by Fatou's lemma that $w \geq u$ and $w \geq u^{+}$since $w \geq 0$.
Step 2: In this step, one gives some estimates in $\widetilde{W}_{p(.)}(0, T)$. Thanks to [10], there exists a unique variational solution $z^{\varepsilon} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$ of the problem

$$
\begin{cases}-z_{t}^{\varepsilon}-\Delta_{p(.)} z^{\varepsilon}=-2 \Delta_{p(.)} u_{\varepsilon} & \text { in }(0, T) \times \Omega  \tag{70}\\ z^{\varepsilon}(T)=u_{\varepsilon}(T) & \text { on } \Omega \\ z^{\varepsilon}=0 & \text { on }(0, T) \times \partial \Omega\end{cases}
$$

Note that $-2 \Delta_{p(.)} u_{\varepsilon} \geq\left(u_{\varepsilon}\right)_{t}-\Delta_{p(.)} u_{\varepsilon}$ in the distributional sense, which implies that $z^{\varepsilon} \geq u_{\varepsilon}$.
Taking $z^{\varepsilon}$ as a test function in (70) and integrating between $t$ and $T$ and using the Young inequality, we obtain

$$
\int_{\Omega}\left(z^{\varepsilon}(t)\right)^{2} d x+\frac{1}{2} \int_{Q}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x \leq \frac{1}{2} \int_{\Omega}\left|u_{\varepsilon}\right|^{2} d x+\frac{4^{\left(p^{\prime}\right)_{+}}}{\left(p^{\prime}\right)_{-}} \int_{Q}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t
$$

which implies that

$$
\begin{equation*}
\left\|z^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|z^{\varepsilon}\right\|_{L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}} \leq C\left(\int_{Q}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t+\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right) . \tag{71}
\end{equation*}
$$

By Proposition 2.1, we have

$$
\begin{equation*}
\left\|\nabla z^{\varepsilon}\right\|_{\left(L^{p(.)}(Q)\right)^{N}} \leq \max \left\{\left(\int_{Q}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x\right)^{\frac{1}{p_{-}}},\left(\int_{Q}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x\right)^{\frac{1}{p_{+}}}\right\} \tag{72}
\end{equation*}
$$

Hence, using (71) if we are in the case $(i)$ i.e $u \in W_{p(.)}(0, T)$, then we deduce from (64) - (65) the following estimate.

$$
\begin{align*}
& \left\|z^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|z^{\varepsilon}\right\|_{L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}} \leq C\left(\int_{Q}|\nabla u|^{p(x)} d x d t\right. \\
& \left.\quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)^{\prime}}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}\left(0, T ; V^{\prime}\right)}}}^{\quad+\left\|u_{t}\right\|_{\left.L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}\right)}} \begin{array}{l}
\end{array}\right)
\end{align*}
$$

and in the case (ii), we get from (69) the following estimate.

$$
\begin{align*}
& \left\|z^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|z^{\varepsilon}\right\|_{L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)}^{p_{-}} \leq C\left(\int_{Q}|\nabla u|^{p(x)} d x d t+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}\right. \\
& \quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}^{\left(p^{\prime}\right)}+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)} \\
& \left.\quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\|u\|_{L^{\infty}(Q)}\right) \tag{74}
\end{align*}
$$

For reasons of simplicity one puts

$$
\begin{align*}
& {[u]_{*}=\int_{Q}|\nabla u|^{p(x)} d x d t+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p^{\prime}\right)^{\prime}}} \\
& \quad+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}} \tag{75}
\end{align*}
$$

and

$$
\begin{align*}
& {[u]_{* *}=\int_{Q}|\nabla u|^{p(x)} d x d t+\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}^{\left(p_{-}^{\prime}\right)}}  \tag{76}\\
& \quad+\left\|u_{t}\right\|_{L^{(p-)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(\cdot)}(\Omega)\right)+L^{1}(Q)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}{ }_{\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)}\|u\|_{L^{\infty}(Q)} .} .
\end{align*}
$$

We take $v \in L^{p_{-}}(0, T ; V)$ as a test function in (70), to obtain

$$
\begin{align*}
& \left|\int_{0}^{T}\left\langle\left(z^{\varepsilon}\right)_{t}, v\right\rangle d t\right| \leq\left.\left|\int_{Q}\right| \nabla z^{\varepsilon}\right|^{p(x)-2} \nabla z^{\varepsilon} \cdot \nabla v d x d t\left|+\left|2 \int_{Q}\right| \nabla u_{\varepsilon}\right|^{p(x-2)} \nabla u_{\varepsilon} . \nabla v d x d t \mid \\
& \quad \leq 2 \int_{0}^{T}\left\|\left|\nabla z^{\varepsilon}\right|^{p(x)-1}\right\|_{p^{\prime}(.)}\|\nabla v\|_{p(.)} d t+4 \int_{0}^{T}\left\|\left|\nabla u_{\varepsilon}\right|^{p(x)-1}\right\|_{p^{\prime}(.)}\|\nabla v\|_{p(.)} d t \\
& \quad \leq 4 \int_{0}^{T}\left(\left\|\left|\nabla z^{\varepsilon}\right|^{p(x)-1}\right\|_{p^{\prime}(.)}+\left\|\left|\nabla u_{\varepsilon}\right|^{p(x)-1}\right\|_{p^{\prime}(.)}\right)\|v\|_{V} d t . \tag{77}
\end{align*}
$$

Therefore, by the same method as in the proof of (38), it follows that

$$
\begin{align*}
& \left\|\left(z^{\varepsilon}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \\
& \leq 4 T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\int_{0}^{T} \int_{\Omega}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x d t+T^{1-\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}+}\left(\int_{0}^{T} \int_{\Omega}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}}  \tag{78}\\
& \quad+4 T^{1-\frac{1}{\left(p^{\prime}\right)_{-}}}\left(\int_{0}^{T} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t+T^{1-\frac{\left(p^{\prime}\right)_{-}}{\left(p^{\prime}\right)_{+}}}\left(\int_{0}^{T} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{\left(p^{\prime}\right)-}{(p)_{+}}}\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}} .
\end{align*}
$$

We can rewrite (78) as follow.

$$
\begin{align*}
& \left\|\left(z^{\varepsilon}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \\
& \quad \leq C\left(\left(\int_{0}^{T} \int_{\Omega}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}}+\left(\int_{0}^{T} \int_{\Omega}\left|\nabla z^{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right. \\
& \left.\quad+\left(\int_{0}^{T} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{1}{\left(p^{\prime}\right)_{-}}}+\left(\int_{0}^{T} \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{p(x)} d x d t\right)^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{79}
\end{align*}
$$

Finally, in the case $(i)$, i.e $u \in W_{p(.)}(0, T)$, we deduce that

$$
\begin{equation*}
\left\|\left(z^{\varepsilon}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \leq C\left([u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{80}
\end{equation*}
$$

Hence combining (72) - (73) and (80), we obtain

$$
\begin{equation*}
\left\|z^{\varepsilon}\right\|_{W_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{p}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)}-}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{81}
\end{equation*}
$$

and since $\widetilde{W}_{p(.)}(0, T) \hookrightarrow W_{p(.)}(0, T)$, then

$$
\begin{equation*}
\left\|z^{\varepsilon}\right\|_{\widetilde{W}_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{+}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{82}
\end{equation*}
$$

For the second case, i.e $u \in L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap L^{\infty}(Q)$, we have

$$
\begin{equation*}
\left\|\left(z^{\varepsilon}\right)_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(t_{0}, T ; V^{\prime}\right)} \leq C\left([u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) . \tag{83}
\end{equation*}
$$

Then, from (72), (74) and (83), it follows that

$$
\begin{align*}
{\left[z^{\varepsilon}\right] } & =\left\|z^{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|z^{\varepsilon}\right\|_{L^{p_{-}}}^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \\
& \leq C\left([u]_{* *}+[u]_{* *}^{\frac{1}{p_{-}}}+[u]^{\frac{1}{p_{+}}}[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{84}
\end{align*}
$$

According to (81), $z^{\varepsilon}$ is bounded in $\widetilde{W}_{p(.)}(0, T)$. Hence, there exists a subsequence, still denoted by $z^{\varepsilon}$ such that $z^{\varepsilon}$ converges weakly to $z$ in $L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$
and weakly* in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right), \nabla z^{\varepsilon}$ converges weakly to $\xi$ in $\left(L^{p^{\prime}(.)}(Q)\right)^{N}$ and $z_{t}^{\varepsilon}$ converges to $\bar{z}$ in $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$. Then, it follows that $z_{t}=\bar{z}$ and $\xi=\nabla z$. Therefore, $z \in \widetilde{W}_{p(.)}(0, T)$. Hence, from [16], we deduce that $z^{\varepsilon}$ is compact in $L^{1}(Q)$. Consequently, $z^{\varepsilon} \rightarrow z$ a.e. in $Q$. Moreover, we have $z^{\varepsilon} \geq u_{\varepsilon}$. Then, letting $\varepsilon \rightarrow 0$, we get

$$
\begin{equation*}
z \geq w \geq u^{+} \text {a.e. in } Q \tag{85}
\end{equation*}
$$

Therefore, if $u \in W_{p(.)}(0, T)$, we deduce from (81) that

$$
\begin{equation*}
\left\|z^{\varepsilon}\right\|_{\widetilde{W}_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{+}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{86}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\|z\|_{W_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{+}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{87}
\end{equation*}
$$

and if $u \in L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right) \cap L^{\infty}(Q), u_{t} \in L^{p_{-}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{1}(Q)$, we deduce from (84) that

$$
\begin{equation*}
[z] \leq C\left([u]_{* *}+[u]_{* *}^{\frac{1}{p_{-}}}+[u]_{* *}^{\frac{1}{p_{+}}}+[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{* *}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right) \tag{88}
\end{equation*}
$$

Since we can obtain a similar result for the negative part $u^{-}$, we end the proof of the lemma by writing $u=u^{+}+u^{-} \square$
As a consequence of the Lemma 3.7 we have the following.
Corollary 3.8. For all $u \in W_{p(.)}(0, T)$,

$$
\begin{equation*}
[u]_{*} \leq C \max \left\{\|u\|_{W_{p(.)}(0, T)}^{p_{-}},\|u\|_{W_{p(.)}(0, T)}^{\left(p_{-}\right)^{\prime}}\right\} . \tag{89}
\end{equation*}
$$

Moreover, there exists $z \in \widetilde{W}_{p(.)}(0, T)$ such that $|u| \leq z$ and

$$
\begin{equation*}
\|z\|_{\widetilde{W}_{p(.)}(0, T)} \leq C \max \left\{\|u\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\|u\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\} . \tag{90}
\end{equation*}
$$

Proof. Let's recall that

$$
\begin{aligned}
{[u]_{*} } & =\rho_{p(.)}(\nabla u)+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{2}+\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}^{2}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}^{\left(p_{-}\right)^{\prime}} \\
& +\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}\|u\|_{L^{\infty}\left(0, t ; L^{2}(\Omega)\right)}
\end{aligned}
$$

We have

$$
\begin{equation*}
\left\|u_{t}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \leq\|u\|_{W_{p(.)}(0, T)} \tag{91}
\end{equation*}
$$

and by Proposition 2.1, we deduce that

$$
\begin{align*}
\rho_{p(.)}(\nabla u) & \leq \max \left\{\|\nabla u\|_{L^{p(.)}(Q)}^{p_{-}},\|\nabla u\|_{L^{p(.)}(Q)}^{p_{+}}\right\} \\
& \leq\|u\|_{W_{p(.)}(0, T)}^{p_{-}}+\|u\|_{W_{p(.)}(0, T)}^{p_{+}} \tag{92}
\end{align*}
$$

Using Proposition 3.2, we get

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C\|u\|_{W_{p(.)}(0, T)} . \tag{93}
\end{equation*}
$$

Hence, by (91)-(93), we obtain

$$
\begin{align*}
{[u]_{*} } & \leq C\left(\|u\|_{W_{p(.)}(0, T)}+\|u\|_{W_{p(.)}(0, T)}^{2}+\|u\|_{W_{p(.)}(0, T)}^{p_{-}}+\|u\|_{W_{p(.)}(0, T)}^{p_{+}}+\|u\|_{W_{p(.)}(0, T)}^{(p-)^{\prime}}\right) \\
& \leq C \max \left\{\|u\|_{W_{p(.)}(0, T)}^{p_{-}},\|u\|_{W_{p(.)}(0, T)}^{\left(p_{-}\right)^{\prime}}\right\} . \tag{94}
\end{align*}
$$

Thanks to Lemma 3.7, there exists $z \in \widetilde{W}_{p(.)}(0, T)$ such that $|u| \leq z$ and

$$
\|z\|_{W_{p(.)}(0, T)} \leq C\left([u]_{*}^{\frac{1}{2}}+[u]_{*}^{\frac{1}{p_{-}}}+[u]_{*}^{\frac{1}{p_{+}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}+[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{+}}}\right)
$$

which implies that

$$
\|z\|_{W_{p(.)}(0, T)} \leq C \max \left([u]_{*}^{\frac{1}{p_{-}}},[u]_{*}^{\frac{1}{\left(p^{\prime}\right)_{-}}}\right)
$$

Therefore, from (94) we obtain

$$
\begin{equation*}
\|z\|_{\widetilde{W}_{p(.)}(0, T)} \leq C \max \left\{\|u\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\|u\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\} \tag{95}
\end{equation*}
$$

Then, we can prove the following result which gives the connection between the notions of capacity and continuity.

Proposition 3.9. If $u$ is cap-quasi continuous and belongs to $W_{p(.)}(0, T)$, then for all $t>0$,

$$
\begin{equation*}
\operatorname{cap}_{p(.)}(\{|u|>t\}) \leq \frac{C}{t} \max \left\{\|u\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\|u\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\} . \tag{96}
\end{equation*}
$$

Proof. We consider in the first step, the case where $u$ belongs to $C_{c}([0, T] \times \Omega)$, this step is motivated by the fact that $C_{c}([0, T] \times \Omega)$ is dense in $W_{p(.)}(0, T)$. Thanks to Corollary 3.8 , there exists $z \in \widetilde{W}_{p(.)}(0, T)$ such that $|u| \leq z$ holds true; then, since $\widetilde{W}_{p(.)}(0, T)$ is continuously embedding in $W_{p(.)}(0, T)$ and $\frac{z}{t} \geq 1$ on the set $\{|u|>t\}$, we have

$$
\operatorname{cap}_{p(.)}(\{|u|>t\}) \leq\left\|\frac{z}{t}\right\|_{W_{p(.)}(0, T)} \leq \frac{C}{t} \max \left\{\|u\|_{W_{p_{(.)}}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\|u\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\} .
$$

For the second step, we suppose only that $u \in W_{p(.)}(0, T)$ and is $\operatorname{cap}_{p(.)}$-quasi continuous. Let $\varepsilon>0$ be fixed, then there exists an open set $A_{\varepsilon}$ such that $\operatorname{cap}_{p(.)}\left(A_{\varepsilon}\right)<\varepsilon$ and $u_{\mid\left(Q \backslash A_{\varepsilon}\right)}$ is continuous, which implies that $\left\{u_{\mid\left(Q \backslash A_{\varepsilon}\right)}>t\right\} \cap\left(Q \backslash A_{\varepsilon}\right)$ is an open set in $Q \backslash A_{\varepsilon}$. Then, there exists an open set $U \subset \mathbb{R}^{N}$ such that $\left\{u_{\mid\left(Q \backslash A_{\varepsilon}\right)}>t\right\} \cap\left(Q \backslash A_{\varepsilon}\right)=$ $U \cap\left(Q \backslash A_{\varepsilon}\right)$. Consequently,

$$
\{|u|>t\} \cup A_{\varepsilon}=\left(\left\{u_{\mid\left(Q \backslash A_{\varepsilon}\right)}>t\right\} \cap\left(Q \backslash A_{\varepsilon}\right)\right) \cup A_{\varepsilon}=\left(U \cup A_{\varepsilon}\right) \cap Q
$$

is an open set.
Now, we consider the function $z$ given by Corollary 3.8. Let $w \in W_{p(.)}(0, T)$ be such
that $w \geq \chi_{A_{\varepsilon}}$ and $\|w\|_{W_{p(.)}(0, T)} \leq \operatorname{cap}_{p(.)}\left(A_{\varepsilon}\right)+\varepsilon<2 \varepsilon$. Since $w+\frac{z}{t} \geq 1$ a.e. in $\{|u|>t\} \cup A_{\varepsilon}$, we have

$$
\begin{align*}
\operatorname{cap}_{p(.)}(\{|u|>t\}) & \leq \operatorname{cap}_{p(.)}\left(\{|u|>t\} \cup A_{\varepsilon}\right) \leq\left\|w+\frac{z}{t}\right\|_{W_{p(.)}(0, T)} \\
& \leq\|w\|_{W_{p(.)}(0, T)}+\frac{1}{t}\|z\|_{W_{p(.)}(0, T)} \leq 2 \varepsilon+\frac{1}{t}\|z\|_{W_{p(.)}(0, T)} . \tag{97}
\end{align*}
$$

Since $\varepsilon>0$ is arbitrary, then, we deduce that

$$
\operatorname{cap}_{p(.)}(\{|u|>t\}) \leq \frac{C}{t} \max \left\{\|u\|_{W_{p(.)}(0, T)}^{\frac{p_{-}-}{\left(p^{\prime}\right)_{-}}},\|u\|_{W_{p_{p(.)}}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\} \square
$$

As in elliptic case, we have the following result of quasicontinuity.
Lemma 3.10. Any element $v$ of $W_{p(.)}(0, T)$ has a cap-quasi continuous representative $\tilde{v}$ which is cap-quasi everywhere unique, in the sense that two cap-quasi continuous representatives of $v$ are equal except on a set of null capacity.
Proof. We adapt the proof given in [6]. Since $C_{c}([0, T] \times \Omega)$ is dense in $W_{p(.)}(0, T)$, there exists a sequence $\left(v^{m}\right) \subset C_{c}([0, T] \times \Omega)$ such that $v^{m}$ converges to $v$ in $W_{p(.)}(0, T)$, as $m \rightarrow \infty$. Moreover, we have

$$
\sum_{m=1}^{\infty} 2^{m} \max \left\{\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\}<\infty
$$

We introduce the following subsets

$$
\omega^{m}=\left\{\left|v^{m+1}-v^{m}\right|>2^{-m}\right\}, \quad \Omega^{r}=\bigcup_{m \geq r} \omega^{m}
$$

Using the fact that $v^{m+1}-v^{m}$ is continuous and belongs to $W_{p(.)}(0, T)$, we apply Proposition 3.9 to obtain

$$
\operatorname{cap}_{p(.)}\left(\omega^{m}\right) \leq C 2^{m} \max \left\{\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\}
$$

By subadditivity, we get

$$
\operatorname{cap}_{p(.)}\left(\Omega^{r}\right) \leq C \sum_{m \geq r} 2^{m} \max \left\{\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\left\|v^{m+1}-v^{m}\right\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\}
$$

which implies that

$$
\lim _{r \rightarrow \infty} \operatorname{cap}_{p(.)}\left(\Omega^{r}\right)=0
$$

For any $r$, we have
if $\quad(x, t) \notin \Omega^{r}, \quad$ then $\quad \forall m \geq r,\left|v^{m+1}-v^{m}\right|(z) \leq 2^{-m}$.
Hence, $v^{m}$ converges uniformly on the complement of each $\Omega^{r}$ and pointwise in the complement of $\bigcap_{r}^{\infty} \Omega_{r}$.
Moreover,

$$
\operatorname{cap}_{p(.)}\left(\bigcap_{r}^{\infty} \Omega^{r}\right) \leq \operatorname{cap}_{p(.)}\left(\Omega^{r}\right) \rightarrow 0 \quad \text { as } \quad r \quad \text { tends to infinity, }
$$

which prove that $\operatorname{cap}_{p(.)}\left(\bigcap_{r}^{\infty} \Omega^{r}\right)=0$.
Therefore, the limit of $v^{m}$ is defined cap-quasi everywhere and is cap-quasi continuous. Let us call $\tilde{v}$ this cap-quasi continuous representative of $v$ and assume that there exists another representative $z$ of $v$ which is cap-quasi continuous and coincides with $v$ almost everywhere in $Q$. Then we have, thanks to Proposition 3.9,

$$
\operatorname{cap}_{p(.)}\left(\left\{|z-\tilde{v}|>\frac{1}{k}\right\}\right) \leq C k \max \left\{\|z-\tilde{v}\|_{W_{p(.)}(0, T)}^{\frac{p_{-}}{\left(p^{\prime}\right)_{-}}},\|z-\tilde{v}\|_{W_{p(.)}(0, T)}^{\frac{\left(p_{-}\right)^{\prime}}{p_{-}}}\right\}
$$

since $\tilde{v}=z$ in $W_{p(.)}(0, T)$. This being true for any $k$, we obtain that $\tilde{v}=z$ cap-quasi everywhere, so that the cap-quasi continuous representative of $v$ is unique up to sets of zero capacity
In what follows, we need the following results.
Lemma 3.11. Let $\left(v_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $W_{p(.)}(0, T)$ which converges to $v$ in $W_{p(.)}(0, T)$, then there exists a subsequence $\left(\tilde{v}_{n_{k}}\right)_{k \in \mathbb{N}}$ of $\left(v_{n}\right)_{n \in \mathbb{N}}$ which converges to $\tilde{v}$ cap-quasi everywhere.

Proof. According to Proposition 3.9 and Lemma 3.10, the proof is similar to the proof of Lemma 2.2.1 in [6]

## 4. Measures

In this part, we establish the relation between measures in $Q$ and the notion of $p($.$) -$ parabolic capacity. We extend the results obtained in the case of constant exponent (see [6]) to the case of variable exponent. In the rest of the paper we denote by $\mathcal{M}_{b}(Q)$ the space of bounded measure in $Q$ and $\mathcal{M}_{b}^{+}(Q)$ the subsets of nonnegative measures of $\mathcal{M}_{b}(Q)$. The duality between $\left(W_{p(.)}(0, T)\right)^{\prime}$ and $W_{p(.)}(0, T)$ is denoted by $\langle\langle.,\rangle\rangle,.\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$ is the set of element $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime}$ such that there exists $c>0$ satisfying, for all $\varphi \in \mathcal{C}_{c}^{\infty}(Q),|\langle\langle\gamma, \varphi\rangle\rangle| \leq c\|\varphi\|_{L^{\infty}(Q)}$. Every $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$ is identified by unique linear application $\varphi \in \mathcal{C}_{c}^{\infty}(Q) \mapsto$ $\int_{Q} \varphi d \gamma^{\text {meas }}$ where $\gamma^{\text {meas }}$ belongs to $\mathcal{M}_{b}(Q)$. The set of $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$ such that $\gamma^{\text {meas }} \in \mathcal{M}_{b}^{+}(Q)$ is denoted by $\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}^{+}(Q)$.
Definition 4.1. We define
$\mathcal{M}_{0}(Q)=\left\{\mu \in \mathcal{M}_{b}(Q): \mu(E)=0 \quad\right.$ for every $\quad E \subset Q \quad$ such that $\left.\operatorname{cap}_{p(.)}(E)=0\right\}$.
The nonnegative measures in $\mathcal{M}_{0}(Q)$ will be said to belongs to $\mathcal{M}_{0}^{+}(Q)$.
Proposition 4.1. Let $\mu$ belongs to $\mathcal{M}_{0}^{+}(Q)$. Then, there exists $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap$ $\mathcal{M}_{b}^{+}(Q)$ and a nonnegative function $f \in L^{1}\left(Q, \gamma^{\text {meas }}\right)$ such that $\mu=f \gamma^{\text {meas }}$.
Proof. Let $u \in W_{p(.)}(0, T)$. Since by Lemma 3.7, $u$ admits a cap-quasi continuous representative denoted $\tilde{u}$ which is cap-quasi everywhere unique, then we can define the following functional $F: W_{p(.)}(0, T) \rightarrow \mathbb{R}$ by $F(u)=\int_{Q} \max \{\tilde{u}, 0\} d \mu$.

The function $F$ is convex and lower semicontinuous on $W_{p(.)}(0, T)$ (the lower semicontinuity follows from Fatou's Lemma and Lemma 3.11). Since $W_{p(.)}(0, T)$ is separable, the function $F$ is the supremum of a countable family of continuous affine functions. Hence, there exists a sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in $\left(W_{p(.)}(0, T)\right)^{\prime}$ and a sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{R}$ such that $F(u)=\sup _{n \in \mathbb{N}}\left\{\left\langle\left\langle\lambda_{n}, u\right\rangle\right\rangle+a_{n}\right\}$.
We have $F(0)=0$, which implies that $a_{n} \leq 0$. Then, it follows that

$$
\begin{equation*}
F(u) \leq \sup _{n \in \mathbb{N}}\left\{\left\langle\left\langle\lambda_{n}, u\right\rangle\right\rangle\right\} \tag{98}
\end{equation*}
$$

Since for every $t>0$ and for every $u \in W_{p(.)}(0, T)$, we have

$$
\begin{equation*}
t\left\langle\left\langle\lambda_{n}, u\right\rangle\right\rangle+a_{n} \leq F(t u)=t F(u) \tag{99}
\end{equation*}
$$

then, we get $\left\langle\left\langle\lambda_{n}, u\right\rangle\right\rangle \leq F(u)$; hence, by (98) we deduce that

$$
\begin{equation*}
F(u)=\sup _{n \in \mathbb{N}}\left\{\left\langle\left\langle\lambda_{n}, u\right\rangle\right\rangle\right\} . \tag{100}
\end{equation*}
$$

Now, we are going to show that $\lambda_{n}$ belongs to $\left(W_{p(.)}(0, T)\right)^{\prime}$. Using (100) and the definition of $F$, we obtain

$$
\begin{equation*}
\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle \leq \int_{Q} \max \{\varphi, 0\} d \mu \leq\|\mu\|_{\mathcal{M}_{b}(Q)}\|\varphi\|_{L^{\infty}(Q)} \tag{101}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}(Q)$. Since the inequality (101) remains true for $-\varphi$, we deduce that $\left|\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle\right| \leq\|\mu\|_{\mathcal{M}_{b}(Q)}\|\varphi\|_{L^{\infty}(Q)}$, hence $\lambda_{n} \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$.
For all $\varphi \in C_{c}^{\infty}(Q)$ such that $\varphi \geq 0$, we have

$$
-\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle=\left\langle\left\langle\lambda_{n},-\varphi\right\rangle\right\rangle \leq F(-\varphi)=0
$$

which implies that

$$
0 \leq\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle=\int_{Q} \varphi d \lambda_{n}^{\text {meas }}
$$

Then, it follows that $\lambda_{n}^{\text {meas }}$ belongs to $\mathcal{M}_{b}^{+}(Q)$, that is equivalent to say that $\lambda_{n} \in$ $\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}^{+}(Q)$. By (100), for any nonnegative $\varphi \in C_{c}^{\infty}(Q)$ we have

$$
\int_{Q} \varphi d \lambda_{n}^{\text {meas }}=\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle \leq \int_{Q} \varphi d \mu
$$

then

$$
\begin{equation*}
\lambda_{n}^{\text {meas }} \leq \mu \tag{102}
\end{equation*}
$$

moreover, we can write $\left\|\lambda_{n}^{\text {meas }}\right\|_{\mathcal{M}_{b}(Q)} \leq\|\mu\|_{\mathcal{M}_{b}(Q)}$.
We define $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime}$ by

$$
\begin{equation*}
\gamma=\sum_{n=1}^{\infty} \frac{\lambda_{n}}{2^{n}\left(\left\|\lambda_{n}\right\|_{\left(W_{p(.)}(0, T)\right)^{\prime}}+1\right)} \tag{103}
\end{equation*}
$$

The serie $\gamma$ is absolutely convergent in $\left(W_{p(.)}(0, T)\right)^{\prime}$, moreover for all $\varphi \in C_{c}^{\infty}(Q)$, we have

$$
\begin{aligned}
|\langle\langle\gamma, \varphi\rangle\rangle| & =\left|\sum_{n=1}^{\infty} \frac{\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle}{2^{n}\left(\left\|\lambda_{n}\right\|_{\left.\left(W_{p(.)}(0, T)\right)^{\prime}+1\right)}\right.}\right| \\
& \leq \sum_{n=1}^{\infty} \frac{\left\|\lambda_{n}^{\text {meas }}\right\|_{\mathcal{M}_{b}(Q)}\|\varphi\|_{L^{\infty}(Q)}}{2^{n}} \leq\|\mu\|_{\mathcal{M}_{b}(Q)}\|\varphi\|_{L^{\infty}(Q)}
\end{aligned}
$$

which implies that $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$.
Thanks to (103), for all $\varphi \in C_{c}^{\infty}(Q)$, we have

$$
\begin{aligned}
\int_{Q} \varphi d \gamma^{\text {meas }} & =\langle\langle\gamma, \varphi\rangle\rangle=\sum_{n=1}^{\infty} \frac{\left\langle\left\langle\lambda_{n}, \varphi\right\rangle\right\rangle}{\left.2^{n}\left(\left\|\lambda_{n}\right\|_{\left(W_{p(.)}\right)}(0, T)\right)^{\prime}+1\right)} \\
& =\sum_{n=1}^{\infty} \frac{1}{2^{n}\left(\left\|\lambda_{n}\right\|_{\left(W_{p(.)}(0, T)\right)^{\prime}}+1\right)} \int_{Q} \varphi d \lambda_{n}^{\text {meas }},
\end{aligned}
$$

hence,

$$
\begin{equation*}
\gamma^{\text {meas }}=\frac{\lambda_{n}^{\text {meas }}}{2^{n}\left(\left\|\lambda_{n}\right\|_{\left(W_{p(.)}(0, T)\right)^{\prime}}+1\right)} \tag{104}
\end{equation*}
$$

and since $\lambda_{n}^{\text {meas }} \geq 0, \gamma^{\text {meas }}$ is a nonnegative measure. For every $n \in \mathbb{N}$, the measure $\lambda^{\text {meas }}$ is absolutely continuous with respect to $\gamma^{\text {meas }}$ thus, there exists a nonnegative function $f_{n} \in L^{1}\left(Q, d \gamma^{\text {meas }}\right)$ such that $\lambda_{n}^{\text {meas }}=f_{n} \gamma^{\text {meas }}$. Then, from (100) we get

$$
\begin{equation*}
\int_{Q} \varphi d \mu=\sup _{n \in \mathbb{N}} \int_{Q} f_{n} \varphi d \gamma^{m e a s} \tag{105}
\end{equation*}
$$

for any nonnegative $\varphi \in C_{c}^{\infty}(Q)$. Since by (102), we have $f_{n} \gamma^{\text {meas }}=\lambda_{n}^{\text {meas }} \leq \mu$, then

$$
\begin{equation*}
\int_{B} f_{n} d \gamma^{\text {meas }} \leq \mu(B) \tag{106}
\end{equation*}
$$

for any borelian subset $B$ in $Q$ and every $n \in \mathbb{N}$. So we can write

$$
\begin{equation*}
\int_{B} \sup \left\{f_{1}, f_{2}, \cdots, f_{k}\right\} d \gamma^{\text {meas }} \leq \mu(B) \tag{107}
\end{equation*}
$$

for any borelian subset $B$ in $Q$ and any $k \geq 1$. Letting $k$ tends to infinity we deduce by the monotone convergence theorem

$$
\begin{equation*}
\int_{B} f d \gamma^{\text {meas }} \leq \mu(B) \tag{108}
\end{equation*}
$$

where $f=\sup _{n \in \mathbb{N}}\left\{f_{n}\right\}$, hence by (104), we obtain

$$
\begin{equation*}
\int_{B} \varphi d \mu=\sup _{n \in \mathbb{N}} \int_{Q} f_{n} \varphi d \gamma^{\text {meas }} \leq \int_{Q} f \varphi d \gamma^{\text {meas }} \leq \int_{Q} \varphi d \mu \tag{109}
\end{equation*}
$$

for every nonnegative function $\varphi \in C_{c}^{\infty}(Q)$ which implies that $\mu=f \gamma^{\text {meas }}$ and from the fact that $\mu(Q)<+\infty$, we get $f \in L^{1}\left(Q, d \gamma^{\text {meas }}\right)$
Lemma 4.2. Let $g \in\left(W_{p(.)}(0, T)\right)^{\prime}$. Then, there exists $g_{1} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$, $g_{2} \in L^{p_{-}}(0, T ; V), F \in\left(L^{p^{\prime}(.)}(Q)\right)^{N}$ and $g_{3} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$ such that $\langle\langle g, u\rangle\rangle=\int_{0}^{T}\left\langle g_{1}, u\right\rangle d t+\int_{0}^{T}\left\langle u_{t}, g_{2}\right\rangle+\int_{Q} F . \nabla u d x d t \int_{Q} g_{3} u d x d t, \quad \forall u \in W_{p(.)}(0, T)$.
Moreover, we can choose $\left(g_{1}, g_{2}, F, g_{3}\right)$ such that

$$
\begin{gather*}
\left\|g_{1}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)}+\left\|g_{2}\right\|_{L^{p-(0, T ; V)}}+\||F|\|_{L^{p^{\prime}(.)}(Q)}+\left\|g_{3}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)} \\
\leq C\|g\|_{\left(W_{p(.)}(0, T)\right)^{\prime}} . \tag{110}
\end{gather*}
$$

Proof. We introduce the following functional space

$$
E=L^{p_{-}}(0, T ; V) \times\left(L^{p(.)}(Q)\right)^{N} \times L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)
$$

endowed with the norm

$$
\left\|\left(v_{1}, v_{2}, v_{3}\right)\right\|_{E}=\left\|v_{1}\right\|_{L^{p-(0, T ; V)}}+\left\|\left|v_{2}\right|\right\|_{L^{p(.)}(Q)}+\left\|v_{3}\right\|_{L^{(p-)^{\prime}}\left(0, T ; V^{\prime}\right)}
$$

and we consider the map $T: W_{p(.)}(0, T) \rightarrow E$ by $T(u)=\left(u, \nabla u, u_{t}\right)$.
Since

$$
\begin{equation*}
\|T(u)\|_{E}=\left\|\left(u_{t}, \nabla u, u\right)\right\|_{E}=\|u\|_{W_{p(\cdot)}(0, T)} \tag{111}
\end{equation*}
$$

Then $T$ is isometric from $W_{p(.)}(0, T)$ to $E$.
Setting $G=T\left(W_{p(.)}(0, T)\right)$, then $T^{-1}$ is defined from $G$ to $W_{p(.)}(0, T)$. Now, we take $g \in\left(W_{p(.)}(0, T)\right)^{\prime}$ and we introduce the functional $\Phi: G \rightarrow \mathbb{R}$ by $\Phi\left(v_{1}, v_{2}, v_{3}\right)=$ $\left\langle\left\langle g, T^{-1}\left(v_{1}, v_{2}, v_{3}\right)\right\rangle\right\rangle$.
Since $\Phi$ is a continuous linear form on $G$ then by Hahn-Banach theorem, it can be extended to a continuous linear form on $E$ still denoted by $\Phi$ with $\|\Phi\|_{E^{\prime}}=$ $\|g\|_{\left(W_{p(.)}(0, T)\right)^{\prime}}$.
Consequently, there exists $h_{1} \in\left(L^{p_{-}}(0, T ; V)\right)^{\prime}, F=\left(f_{1}, f_{2}, \cdots, f_{N}\right) \in\left(L^{p^{\prime}(.)}(Q)\right)^{N}$ and $h_{2} \in\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}$ such that

$$
\begin{align*}
\Phi\left(v_{1}, v_{2}, v_{3}\right)= & \left\langle h_{1}, v_{1}\right\rangle_{\left(L^{p-}-(0, T ; V)\right)^{\prime}, L^{p-}-(0, T ; V)}+\left\langle F, v_{2}\right\rangle_{\left(L^{p^{\prime}(.)}(Q)\right)^{N},\left(L^{p(.)}(Q)\right)^{N}} \\
& +\left\langle h_{2}, v_{3}\right\rangle_{\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}, L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)} \tag{112}
\end{align*}
$$

Moreover, we have

$$
\begin{equation*}
\left\|h_{1}\right\|_{\left(L^{\left.p_{-}(0, T ; V)\right)^{\prime}}\right.}+\||F|\|_{L^{p^{\prime}(\cdot)(Q)}}+\left\|h_{2}\right\|_{\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}} \leq\|\Phi\|_{E^{\prime}} \tag{113}
\end{equation*}
$$

Thanks to Remark 3.1, we have

$$
\left(L^{p_{-}}(0, T ; V)\right)^{\prime}=L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)+L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)
$$

(with equivalent norms). Then, there exists $g_{1} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$ and $g_{3} \in$ $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$ such that

$$
\begin{equation*}
\left\langle h_{1}, v_{1}\right\rangle_{\left(L^{p}-(0, T ; V)\right)^{\prime}, L^{p}-(0, T ; V)}=\int_{0}^{T}\left\langle g_{1}, v_{1}\right\rangle d t+\int_{Q} g_{3} v_{1} d x d t . \tag{114}
\end{equation*}
$$

Since $\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}=L^{p_{-}}(0, T ; V)$, there exists $g_{2} \in L^{p_{-}}(0, T ; V)$ such that

$$
\begin{equation*}
\left\langle h_{2}, v_{2}\right\rangle_{\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}, L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}=\int_{0}^{T}\left\langle v_{2}, g_{2}\right\rangle d t \tag{115}
\end{equation*}
$$

Therefore, we have

$$
\Phi\left(v_{1}, v_{2}, v_{3}\right)=\int_{0}^{T}\left\langle g_{1}, v_{1}\right\rangle d t+\int_{0}^{T}\left\langle v_{2}, g_{2}\right\rangle d t+\int_{Q} F \nabla u d x d t+\int_{Q} g_{3} v_{1} d x d t
$$

with

$$
\begin{align*}
& \left\|g_{1}\right\|_{L^{\left(p_{+}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)(\Omega)}\right)}+\left\|g_{3}\right\|_{L^{\left(p_{+}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)}+\|F\|_{\left(L^{p^{\prime}(.)}(Q)\right)^{N}}+\left\|g_{2}\right\|_{L^{p-}(0, T ; V)} \\
& \quad \leq C\left(\left\|h_{1}\right\|_{L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)}+\||F|\|_{L^{p^{\prime}(.)}(Q)}+\left\|h_{2}\right\|_{\left(L^{\left(p_{-}\right)^{\prime}}\left(0, T ; V^{\prime}\right)\right)^{\prime}}\right) \\
& \quad \leq C\|g\|_{\left(W_{p(.)}(0, T)\right)^{\prime}} . \tag{116}
\end{align*}
$$

Then it follows that for all $u \in W_{p(.)}(0, T)$, we have

$$
\begin{align*}
& \langle\langle g, u\rangle\rangle=\left\langle\left\langle g, T^{-1}(T(u))\right\rangle\right\rangle=\Phi(T(u)) \\
& \quad=\int_{0}^{T}\left\langle g_{1}, u\right\rangle d t+\int_{0}^{T}\left\langle u_{t}, g_{2}\right\rangle d t+\int_{Q} F \nabla u d x d t+\int_{Q} g_{3} u d x d t \tag{17}
\end{align*}
$$

Since for all $\theta \in C_{c}^{\infty}(Q)$, the multiplication $\varphi \mapsto \theta \varphi$ is linear continuous from $W_{p(.)}(0, T)$ to $W_{p(.)}(0, T)$, we can define the multiplication of an element $\nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$ by $\theta$ thanks to a duality method : $\theta \nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$ is defined by $\langle\theta \nu, \varphi\rangle=\langle\nu, \theta \varphi\rangle$. Then, the following result can be proved similarly to that in [6].

Lemma 4.3. Let $\nu \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$ and $\theta \in C_{c}^{\infty}(Q)$. We take $\rho_{n}$ as a sequence of symmetric (i.e $\left.\rho_{n}(.,-)=\rho_{n}().\right)$ regularizing kernels in $\mathbb{R} \times \mathbb{R}^{N}$ and $\mu=\theta \nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$. Then, $\mu \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q), \mu^{\text {meas }}=\theta \nu^{\text {meas }}, \mu^{\text {meas }}$ has a compact support in $Q$ and

$$
\begin{equation*}
\left\|\mu^{\text {meas }} * \rho_{n}\right\|_{L^{1}(Q)} \leq\left\|\nu^{\text {meas }}\right\|_{\mathcal{M}_{b}(Q)} \quad \text { and } \quad \mu^{\text {meas }} * \rho_{n} \rightarrow \mu \quad \text { in } \quad\left(W_{p(.)}(0, T)\right)^{\prime} \tag{118}
\end{equation*}
$$

Proof. Since $\theta \in C_{c}^{\infty}(Q)$ and $\nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$, then $\mu=\theta \nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$. Moreover, for all $\varphi \in C_{c}^{\infty}(Q)$, we have $|\langle\langle\mu, \varphi\rangle\rangle|=|\langle\langle\nu, \theta \nu\rangle\rangle| \leq C\|\theta \varphi\|_{L^{\infty}(Q)} \leq$ $C\|\theta\|_{L^{\infty}(Q)}\|\varphi\|_{L^{\infty}(Q)}$, which implies that $\mu \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$.
For all $\varphi \in C_{c}^{\infty}(Q)$, we have

$$
\int_{Q} \varphi d \mu^{\text {meas }}=\langle\langle\mu, \varphi\rangle\rangle=\langle\langle\nu, \theta \varphi\rangle\rangle=\int_{Q} \theta \varphi d \nu^{\text {meas }},
$$

hence $\mu^{\text {meas }}=\theta \nu^{\text {meas }}$ and $\mu^{\text {meas }}$ has compact support. Therefore, $\mu^{\text {meas }} * \rho_{n}$ is well defined and belongs to $C_{c}^{\infty}(Q)$ for $n$ large enough. Moreover, we have $\left\|\mu^{\text {meas }} * \rho_{n}\right\|_{L^{1}(Q)} \leq\left\|\mu^{\text {meas }}\right\|_{\mathcal{M}_{b}(Q)}$.
Since $\nu \in\left(W_{p(.)}(0, T)\right)^{\prime}$, then by the Lemma 4.2, there exists $\left(g_{1}, g_{2}, F, g_{3}\right) \in$ $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right) \times L^{p_{-}}(0, T ; V) \times\left(L^{p^{\prime}}(Q)\right)^{N} \times L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$ such that

$$
\begin{aligned}
\langle\langle\mu, \varphi\rangle\rangle= & \langle\langle\nu, \theta \varphi\rangle\rangle \\
= & \int_{0}^{T}\left\langle g_{1}, \theta \varphi\right\rangle d t+\int_{0}^{T}\left\langle(\theta \varphi)_{t}, g_{2}\right\rangle d t+\int_{Q} F . \nabla(\theta \varphi) d x d t+\int_{Q} g_{3} \theta \varphi d t \\
= & \int_{0}^{T}\left\langle g_{1}, \theta \varphi\right\rangle d t+\int_{0}^{T}\left\langle\varphi_{t}, \theta g_{2}\right\rangle d t+\int_{0}^{T}\left\langle\theta_{t} \varphi, g_{2}\right\rangle d t \\
& +\int_{Q} F . \nabla(\theta \varphi) d x d t+\int_{Q} g_{3} \theta \varphi d t,
\end{aligned}
$$

for all $\varphi \in W_{p(.)}(0, T)$. Since by the proof of the second part of Proposition 3.2, the term $\theta_{t} \varphi$ belongs to $L^{\left(p_{-}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right)$, then we have

$$
\int_{0}^{T}\left\langle\theta_{t} \varphi, g_{2}\right\rangle d t=\int_{Q} \theta_{t} \varphi g_{2} d x d t
$$

We have $g_{1} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right)$, then there exists $G_{1} \in\left(L^{p^{\prime}(.)}(Q)\right)^{N}$ such that $g_{1}=\operatorname{div}\left(G_{1}\right)$, so that

$$
\int_{0}^{T}\left\langle\theta g_{1}, \varphi\right\rangle d t=\int_{0}^{T}\left\langle\operatorname{div}\left(G_{1}\right), \varphi\right\rangle d t-\int_{0}^{T}\left\langle G_{1} \nabla \theta, \varphi\right\rangle d t
$$

Moreover, we have

$$
\int_{Q} F . \nabla(\theta \varphi) d x d t=\int_{Q} F . \nabla \theta \varphi d x d t+\int_{Q} \theta F . \nabla \varphi d x d t
$$

Thus, for all $\varphi \in W_{p(.)}(0, T)$, one has

$$
\begin{align*}
\langle\langle\mu, \varphi\rangle\rangle & =\int_{0}^{T}\left\langle\operatorname{div}\left(\theta G_{1}\right), \varphi\right\rangle d t+\int_{0}^{T}\left\langle\varphi_{t}, \theta g_{2}\right\rangle d t+\int_{Q} F \cdot \nabla \theta \varphi d x d t \\
& +\int_{Q} \theta F . \nabla \varphi d x d t+\int_{Q} g_{3} \theta \varphi d t-\int_{Q} G_{1} \nabla \theta \varphi d x d t+\int_{Q} \theta_{t} \varphi g_{2} d x d t \tag{119}
\end{align*}
$$

For $n$ large enough, $\operatorname{supp}(\theta) \cup \operatorname{supp}\left(\rho_{n}\right)$ is included in a fixed compact $K \subset Q$. Then it follows that $\operatorname{supp}\left(\mu^{\text {meas }} * \rho_{n}\right)=\operatorname{supp}\left(\theta \nu^{\text {meas }} * \rho_{n}\right)$ is also contained in $K$. Now, we take $\xi \in C_{c}^{\infty}(Q)$ be such that $\xi \equiv 1$ on a neighborhood of $K$; then for $n$ large enough, $\operatorname{supp}(\xi) \cup \operatorname{supp}\left(\rho_{n}\right)$ is a compact subset of $Q$. Since $C_{c}^{\infty}(Q) \hookrightarrow\left(W_{p(.)}(0, T)\right)^{\prime}$, for all $\varphi \in W_{p(.)}(0, T)$, we have

$$
\left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle=\int_{Q} \varphi \mu^{\text {meas }} * \rho_{n} d x d t
$$

Hence, for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$, we have

$$
\left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle=\int_{Q} \xi \varphi \mu^{\text {meas }} * \rho_{n} d x d t=\int_{Q}(\xi \varphi) * \rho_{n} d \mu^{\text {meas }}
$$

We suppose that $n$ is large enough, then $\operatorname{supp}\left((\xi \varphi) * \rho_{n}\right)$ is a compact subset of $Q$ and since $(\xi \varphi) * \rho_{n}$ belongs to $C_{c}^{\infty}(Q)$, then by (119), we get

$$
\begin{aligned}
& \left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle=\left\langle\left\langle\mu,(\xi \varphi) * \rho_{n}\right\rangle\right\rangle \\
& =\quad \int_{0}^{T}\left\langle\operatorname{div}\left(\theta G_{1}\right),(\xi \varphi) * \rho_{n}\right\rangle d t+\int_{0}^{T}\left\langle\left((\xi \varphi) * \rho_{n}\right)_{t}, \theta g_{2}\right\rangle d t \\
& \quad+\int_{Q} F \cdot \nabla \theta(\xi \varphi) * \rho_{n} d x d t+\int_{Q} \theta F \cdot \nabla(\xi \varphi) * \rho_{n} d x d t+\int_{Q} g_{3} \theta(\xi \varphi) * \rho_{n} d t \\
& \quad-\int_{Q} G_{1} \nabla \theta(\xi \varphi) * \rho_{n} d x d t+\int_{Q} \theta_{t} g_{2}(\xi \varphi) * \rho_{n} d x d t .
\end{aligned}
$$

According to the support of $\theta$ and $\xi$ we can write

$$
\begin{aligned}
& \left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle=\int_{0}^{T}\left\langle\operatorname{div}\left(\left(\theta G_{1}\right) * \rho_{n}\right), \xi \varphi\right\rangle d t+\int_{0}^{T}\left\langle(\xi \varphi)_{t},\left(\theta g_{2}\right) * \rho_{n}\right\rangle d t \\
& \quad+\int_{Q}(F . \nabla \theta) * \rho_{n} \xi \varphi d x d t+\int_{Q} \theta F . \nabla(\xi \varphi) * \rho_{n} d x d t+\int_{Q}\left(\theta g_{3}\right) * \rho_{n} \xi \varphi d x d t \\
& \quad-\int_{Q}\left(G_{1} \nabla \theta\right) \xi \varphi d x d t+\int_{Q}\left(\theta_{t} g_{2}\right) * \rho_{n} \xi \varphi d x d t .
\end{aligned}
$$

Now, using the fact that $\xi \equiv 1$ on a neighborhood of $\operatorname{supp}(\theta) \cup \operatorname{supp}\left(\rho_{n}\right)$, we obtain

$$
\begin{align*}
& \left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle=\int_{0}^{T}\left\langle d i v\left(\left(\theta G_{1}\right) * \rho_{n}\right), \varphi\right\rangle d t+\int_{0}^{T}\left\langle\varphi_{t},\left(\theta g_{2}\right) * \rho_{n}\right\rangle d t  \tag{120}\\
& \quad+\int_{Q}(F . \nabla \theta) * \rho_{n} \varphi d x d t+\int_{Q} \theta F . \nabla \varphi * \rho_{n} d x d t+\int_{Q}\left(\theta g_{3}\right) * \rho_{n} \varphi d t \\
& \quad-\int_{Q}\left(G_{1} \nabla \theta\right) * \rho_{n} \varphi d x d t+\int_{Q}\left(\theta_{t} g_{2}\right) * \rho_{n} \varphi d x d t
\end{align*}
$$

for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$, but since this space is dense in $W_{p(.)}(0, T)$ and both sides are continuous with respect to the norm of $W_{p(.)}(0, T)$, equality (120) remains true for $\varphi \in W_{p(.)}(0, T)$.
We have $\left(\theta G_{1}\right) * \rho_{n} \rightarrow \theta G_{1}$ in $\left(L^{p^{\prime}(.)}(Q)\right)^{N},\left(\theta g_{2}\right) * \rho_{n} \rightarrow \theta g_{2}$ in $L^{p_{-}}(0, T ; V)$, $(F . \nabla \theta) * \rho_{n} \rightarrow F . \nabla \theta$ in $L^{p^{\prime}(.)}(Q), \nabla \varphi * \rho_{n} \rightarrow \nabla \varphi$ in $\left(L^{p(.)}(Q)\right)^{N},\left(\theta g_{3}\right) * \rho_{n} \rightarrow \theta g_{3}$ in $L^{\left(p_{+}\right)^{\prime}}\left(0, T ; L^{2}(\Omega)\right),\left(G_{1} \nabla \theta\right) * \rho_{n} \rightarrow G_{1} \nabla \theta$ in $L^{p^{\prime}(.)}(Q)$ and $\left(\theta_{t} g_{2}\right) * \rho_{n} \rightarrow \theta_{t} g_{2}$ in $L^{p_{-}}\left(0, T ; L^{2}(\Omega)\right)$, then subtracting (119) and (120), we obtain

$$
\begin{aligned}
& \left|\left\langle\left\langle\mu^{\text {meas }} * \rho_{n}, \varphi\right\rangle\right\rangle\right|=\mid \int_{0}^{T}\left\langle\operatorname{div}\left(\left(\theta G_{1}\right) * \rho_{n}-\theta G_{1}\right), \varphi\right\rangle d t \\
& \quad+\int_{0}^{T}\left\langle\varphi_{t},\left(\theta g_{2}\right) * \rho_{n}-\theta g_{2}\right\rangle d t+\int_{Q}\left(\left(\theta g_{3}\right) * \rho_{n}-\theta g_{3}\right) \varphi d x d t \\
& \quad+\int_{Q}\left(\left(G_{1} \nabla \theta\right)-\left(G_{1} \nabla \theta\right) * \rho_{n}\right) \varphi d x d t+\int_{Q}\left(\left(\theta_{t} g_{2}\right) * \rho_{n}-\theta_{t} g_{2}\right) \varphi d x d t \\
& \quad+\int_{Q}\left((F . \nabla \theta) * \rho_{n}-F . \nabla \theta\right) \varphi d x d t+\int_{Q} \theta F .\left(\nabla \varphi * \rho_{n}-\nabla \varphi\right) d x d t \mid \\
& \leq\left(\left\|\left(\theta G_{1}\right) * \rho_{n}-\theta G_{1}\right\|_{\left(L^{p^{\prime}(.)}(Q)\right)^{N}}\|\nabla \varphi\|_{\left(L^{p(.)}(Q)\right)^{N}}+\left\|\left(\theta g_{2}\right) * \rho_{n}-\theta g_{2}\right\|_{L^{p-(0, T ; V)}}\right. \\
& \quad \times\left\|\varphi_{t}\right\|_{\left.L^{(p-}\right)}{ }_{\left(0, T ; V^{\prime}\right)}+\left\|\left(\theta g_{3}\right) * \rho_{n}-\theta g_{3}\right\|_{\left.L^{(p+}\right)}\left(0, T ; L^{2}(\Omega)\right) \\
& \quad+\|\varphi\|_{L^{p}+\left(0, T ; L^{2}(\Omega)\right)} \\
& \left.\quad \times\left\|\varphi G_{\left.L^{(p-}\right)} \nabla \theta-\left(G_{1} \nabla \theta\right) * \rho_{n}\right\|_{L^{p^{\prime}(.)}(Q)\left(Q, T ; L^{2}(\Omega)\right)}\|\varphi\|_{L^{p(.)}(Q)}+\left\|\left(\theta_{t} g_{2}\right) * \rho_{n}-\theta_{t} g_{2}\right\|_{L^{p-\left(0, T ; L^{2}(\Omega)\right)}}\right) * \rho_{n}-F . \nabla \theta\left\|_{L^{p^{\prime}(.)}(Q)}\right\| \varphi \|_{L^{p(.)}(Q)} \\
& \left.\quad+\|\theta F\|_{\left(L^{p^{\prime}(.)}(Q)\right)^{N}}\left\|\nabla \varphi * \rho_{n}-\nabla \varphi\right\|_{\left(L^{p(.)}(Q)\right)^{N}}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & C\left(\left\|\left(\theta G_{1}\right) * \rho_{n}-\theta G_{1}\right\|_{\left(L^{p^{\prime}(.)}(Q)\right)^{N}}+\left\|\left(\theta g_{2}\right) * \rho_{n}-\theta g_{2}\right\|_{L^{p-(0, T ; V)}}\right. \\
& +\left\|\left(\theta g_{3}\right) * \rho_{n}-\theta g_{3}\right\|_{L^{\left(p_{+}+\right)^{\prime}\left(0, T ; L^{2}(\Omega)\right)}}+\left\|(F . \nabla \theta) * \rho_{n}-F . \nabla \theta\right\|_{L^{p^{\prime}(.)}(Q)} \\
& \left.+\left\|G_{1} \nabla \theta-\left(G_{1} \nabla \theta\right) * \rho_{n}\right\|_{L^{p^{\prime}(.)}(Q)}+\left\|\left(\theta_{t} g_{2}\right) * \rho_{n}-\theta_{t} g_{2}\right\|_{L^{p-\left(0, T ; L^{2}(\Omega)\right)}}\right)\|\varphi\|_{W_{p(.)}(0, T)} \\
& +\|\theta F\|_{\left(L^{p^{\prime}(.)}(Q)\right)^{N}}\left\|\nabla \varphi * \rho_{n}-\nabla \varphi\right\|_{\left(L^{p(.)}(Q)\right)^{N}},
\end{aligned}
$$

which implies that $\mu^{\text {meas }} * \rho_{n}$ converges to $\mu$ in $W_{p(.)}(0, T) \square$
Theorem 4.4. Let $\mu \in \mathcal{M}_{0}(Q)$ then there exists $g \in\left(W_{p(.)}(0, T)\right)^{\prime}$ and $h \in L^{1}(Q)$ such that $\mu=g+h$ in the sense that

$$
\begin{equation*}
\int_{Q} \varphi d \mu=\langle\langle g, \varphi\rangle\rangle+\int_{Q} h \varphi d x d t \tag{121}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$.
Proof. Since $\mu$ belongs to $\mathcal{M}_{0}(Q)$, then by Hahn Banach decomposition of $\mu$ we have $\mu^{+}, \mu^{-} \in \mathcal{M}_{0}(Q)$, so we can assume that $\mu \in \mathcal{M}_{0}^{+}(Q)$. Hence, from the Proposition 4.1, there exists $\gamma \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{0}^{+}(Q)$ and nonnegative Borel function $f \in$ $L^{1}\left(Q, d \gamma^{\text {meas }}\right)$ such that

$$
\mu(B)=\int_{B} f d \gamma^{\text {meas }} \quad \text { for all Borel set } B \quad \text { in } \quad Q .
$$

Since $\gamma^{\text {meas }}$ is a regular measure and $C_{c}^{\infty}(Q)$ is dense in $L^{1}\left(Q, d \gamma^{\text {meas }}\right)$, then there exists a sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ in $C_{c}^{\infty}(Q)$ such that $f_{n}$ converges strongly to $f$ in $L^{1}\left(Q, d \gamma^{\text {meas }}\right)$. Moreover, we have $\sum_{n=0}^{\infty}\left\|f_{n}-f_{n-1}\right\|_{L^{1}\left(Q, d \gamma^{\text {meas }}\right)}<\infty$.
Defining $\nu_{n}$ by $\nu_{n}=\left(f_{n}-f_{n-1}\right) \gamma \in\left(W_{p(.)}(0, T)\right)^{\prime}$, then by Lemma 4.3 we get $\nu \in\left(W_{p(.)}(0, T)\right)^{\prime} \cap \mathcal{M}_{b}(Q)$ and $\sum_{n=0}^{\infty} \nu_{n}^{\text {meas }}=\sum_{n=0}^{\infty}\left(f_{n}-f_{n-1}\right) \gamma^{\text {meas }}$ strongly converges to $\mu$ in $\mathcal{M}_{b}(Q)$. Therefore, we can consider $\mu$ as compactly supported measure. Using the Lemma 4.3, we deduce that $\rho_{l} * \nu_{n}^{\text {meas }}$ strongly converges to $\nu_{n}$ in $\left(W_{p(.)}(0, T)\right)^{\prime}$, hence we can extract a subsequence still denoted by $l$ such that $\left\|\rho_{l} * \nu_{n}^{\text {meas }}-\nu_{n}\right\|_{\left(W_{p(.)}(0, T)\right)^{\prime}} \leq \frac{1}{2^{n}}$.
Let us rewrite now $\sum_{k=0}^{n} \nu_{k}^{\text {meas }}$ as follows

$$
\begin{equation*}
\sum_{k=0}^{n} \nu_{k}^{\text {meas }}=\sum_{k=0}^{n} \rho_{l_{k}} * \nu_{k}^{\text {meas }}+\sum_{k=0}^{n}\left(\nu_{k}^{\text {meas }}-\rho_{l_{k}} * \nu_{k}^{\text {meas }}\right) \tag{122}
\end{equation*}
$$

In the following, we denote respectively by $m_{n}, h_{n}$ the first and second term in (122) and we define the sequence $g_{n}$ by $g_{n}=\sum_{k=0}^{n}\left(\nu_{k}-\rho_{l_{k}} * \nu_{k}^{\text {meas }}\right)$, so $m_{n}$ is a measure with compact support, $h_{n}$ is a function in $C_{c}^{\infty}(Q)$ and $g_{n}$ belongs to $\left(W_{p(.)}(0, T)\right)^{\prime}$.

We have $g_{n}=\sum_{k=0}^{n}\left(\nu_{k}^{\text {meas }}-\rho_{l_{k}} * \nu_{k}^{\text {meas }}\right)$. Taking $\theta_{n}$ in $C_{c}^{\infty}(Q)$ be such that $\theta \equiv 1$ on a neighborhood of $\left(\operatorname{supp}\left(f_{0}\right) \cup \cdots \cup \operatorname{supp}\left(f_{n}\right)\right) \cap \operatorname{supp}\left(\sum_{k=0}^{n} \rho_{l_{k}} * \nu_{k}^{\text {meas }}\right)$, then we can write $g_{n}=\theta_{n} g_{n}$.
Since all terms in (122) has compact support, we can use $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$ as test function in (122) to obtain

$$
\begin{equation*}
\int_{Q} \varphi d m_{n}=\int_{Q} h_{n} \varphi d x d t+\left\langle\left\langle g_{n}, \varphi\right\rangle\right\rangle \tag{123}
\end{equation*}
$$

since

$$
\int_{Q} \varphi d g_{n}^{\text {meas }}=\int_{Q} \theta_{n} \varphi d g_{n}^{\text {meas }}=\left\langle\left\langle g_{n}, \theta_{n} \varphi\right\rangle\right\rangle=\left\langle\left\langle g_{n}, \varphi\right\rangle\right\rangle
$$

We have

$$
\|h\|_{L^{1}(Q)} \leq \sum_{k=0}^{\infty}\left\|\rho_{l_{k}} * \nu_{k}^{m e a s}\right\|_{L^{1}(Q)} \leq \sum_{k=0}^{\infty}\left\|\nu_{k}^{\text {meas }}\right\|_{\mathcal{M}_{b}(Q)}<\infty
$$

which implies the existence of a subsequence of $\left(h_{n}\right)_{n \in \mathbb{N}}$ converging to an element $h$ in $L^{1}(Q)$. We have

$$
\left\|g_{n}\right\| \leq \sum_{k=0}^{\infty}\left\|\nu_{k}-\rho_{l_{k}} * \nu_{n}^{\text {meas }}\right\|_{\left(W_{p(.)}(0, T)\right)^{\prime}} \leq \sum_{k=0}^{\infty} \frac{1}{2^{k}}<\infty
$$

hence $\left(h_{n}\right)_{n \in \mathbb{N}}$ converges strongly to an element $g$ in $\left(W_{p(.)}(0, T)\right)^{\prime}$. Then it follows that

$$
\begin{equation*}
\left\langle\left\langle g_{n}, \varphi\right\rangle\right\rangle+\int_{Q} h_{n} \varphi d x d t \rightarrow\langle\langle g, \varphi\rangle\rangle+\int_{Q} h \varphi d x d t \tag{124}
\end{equation*}
$$

for every $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$.
Now, we prove that $\int_{Q} \varphi d m_{n}$ converges to $\int_{Q} \varphi d \mu$. For that, we recall the following linear and continuous injection

$$
\left\{\begin{aligned}
\mathcal{M}_{b}(Q) & \rightarrow(C(\bar{Q}))^{\prime} \\
m & \mapsto \tilde{m} \text { defined by } \quad \tilde{m}(f)=\int_{Q} f d m
\end{aligned}\right.
$$

We know that $m_{n}$ strongly converges to $\mu$ in $\mathcal{M}_{b}(Q), \tilde{m}_{n}$ strongly converges to $\tilde{m}$ and since $\varphi \in C(\bar{Q})$, we have

$$
\begin{equation*}
\int_{Q} \varphi d m_{n}=\tilde{m}_{n}(\varphi) \rightarrow \tilde{m}(\varphi)=\int_{Q} \varphi d \mu \tag{125}
\end{equation*}
$$

Combining (123) - (125), we get (121) $\square$
As consequences of Theorem 4.4 and Lemma 4.2, we have the following decomposition theorem which is the main result of this part.
Theorem 4.5. Let $\mu \in \mathcal{M}_{0}(Q)$ then there exists $\left(f, F, g_{1}, g_{2}\right)$ such that $f \in L^{1}(Q)$, $F \in\left(L^{p^{\prime}(.)}(Q)\right)^{N}, g_{1} \in L^{\left(p_{-}\right)^{\prime}}\left(0, T ; W^{-1, p^{\prime}(.)}(\Omega)\right), g_{2} \in L^{p_{-}}(0, T ; V)$ such that

$$
\int_{Q} \varphi d \mu=\int_{Q} f \varphi d x d t+\int_{Q} F . \nabla u d x d t+\int_{0}^{T}\left\langle g_{1}, \varphi\right\rangle d t-\int_{0}^{T}\left\langle\varphi_{t}, g_{2}\right\rangle d t
$$

$\forall \varphi \in C_{c}^{\infty}([0, T] \times \Omega)$. Such a triplet $\left(f, F, g_{1}, g_{2}\right)$ will be called a decomposition of $\mu$. Notice that the decomposition of $\mu \in \mathcal{M}_{0}(Q)$ given by the previous theorem is not unique, however as in [6] the following result can be proved.

Lemma 4.6. Let $\mu \in \mathcal{M}_{0}(Q)$ and let $\left(f, F, g_{1}, g_{2}\right)$, $\left(\tilde{f}, \tilde{F}, \tilde{g}_{1}, \tilde{g}_{2}\right)$ be two different decompositions of $\mu$ according to Theorem 4.5. Then we have
$\int_{0}^{T}\left\langle\left(g_{2}-\tilde{g}_{2}\right)_{t}, \varphi\right\rangle d t=\int_{Q}(\tilde{f}-f) \varphi d x d t+\int_{Q}(\tilde{F}-F) \cdot \nabla \varphi d x d t+\int_{0}^{T}\left\langle\tilde{g}_{1}-g_{1}, \varphi\right\rangle d t$
for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$. Moreover, $g_{2}-\tilde{g}_{2} \in C\left([0, T] ; L^{1}(Q)\right)$ and $\left(g_{2}-\tilde{g}_{2}\right)(0)=$ 0.

Proof. We have

$$
\begin{equation*}
\int_{Q} \varphi d \mu=\int_{Q} f \varphi d x d t+\int_{Q} F . \nabla \varphi d x d t+\int_{0}^{T}\left\langle g_{1}, \varphi\right\rangle d t-\int_{0}^{T}\left\langle\varphi_{t}, g_{2}\right\rangle d t \tag{127}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{Q} \varphi d \mu=\int_{Q} \tilde{f} \varphi d x d t+\int_{Q} \tilde{F} \cdot \nabla \varphi d x d t+\int_{0}^{T}\left\langle\tilde{g}_{1}, \varphi\right\rangle d t-\int_{0}^{T}\left\langle\varphi_{t}, \tilde{g}_{2}\right\rangle d t \tag{128}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$, then subtracting (126) and (127), we get
$\int_{Q}(\tilde{f}-f) \varphi d x d t+\int_{Q}(\tilde{F}-F) \cdot \nabla \varphi d x d t+\int_{0}^{T}\left\langle\tilde{g}_{1}-g_{1}, \varphi\right\rangle d t=-\int_{0}^{T}\left\langle\varphi_{t}, g_{2}-\tilde{g}_{2}\right\rangle d t$,
which is equivalent to say that
$\int_{Q}(\tilde{f}-f) \varphi d x d t+\int_{Q}(\tilde{F}-F) \cdot \nabla \varphi d x d t+\int_{0}^{T}\left\langle\tilde{g}_{1}-g_{1}, \varphi\right\rangle d t=\int_{0}^{T}\left\langle\left(g_{2}-\tilde{g}_{2}\right)_{t}, \varphi\right\rangle d t$,
for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$.
Since $g_{2}-\tilde{g}_{2} \in L^{p_{-}}\left(0, T ; W_{0}^{1, p(.)}(\Omega)\right)$, applying Theorem 1.1 in [13], we deduce that $g_{2}-\tilde{g}_{2} \in C\left([0, T] ; L^{1}(\Omega)\right)$.
Since, by the integration by part formula, we have

$$
\int_{0}^{T}\left\langle\varphi_{t}, g_{2}-\tilde{g}_{2}\right\rangle d t+\int_{0}^{T}\left\langle\left(g_{2}-\tilde{g}_{2}\right)_{t}, \varphi\right\rangle d t=\int_{\Omega} \varphi(0)\left(g_{2}-\tilde{g}_{2}\right)(0) d x
$$

for all $\varphi \in C_{c}^{\infty}([0, T] \times \Omega)$, such that $\varphi(T)=0$, then, from (129), we obtain

$$
\int_{\Omega} \varphi(0)\left(g_{2}-\tilde{g}_{2}\right)(0) d x=0
$$

Choosing $\varphi=(T-t) \psi$ with $\psi \in C_{c}^{\infty}(\Omega)$, we get

$$
T \int_{\Omega}\left(g_{2}-\tilde{g}_{2}\right)(0) \psi d x=0 \quad \text { for all } \quad \psi \in C_{c}^{\infty}(\Omega)
$$

which implies that $\left(g_{2}-\tilde{g}_{2}\right)(0)=0 \square$
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# A Quasi-Uniformity On $B C C$-algebras 

S. Mehrshad and N. Kouhestani

Abstract. We introduce a quasi-uniformity $\mathcal{U}$ on a $B C C$-algebra $X$ by a family of ideals of $X$. If $T(\mathcal{U})$ is the topology induced by $\mathcal{U}$, we study some conditions under which $(X, T(\mathcal{U})$ ) becomes a (semi)topological BCC-algebra. Also, we show that bicompletion of the quasi-uniformity $\mathcal{U}$ can be considered a $T\left(\mathcal{U}^{\star}\right)$-topological BCC-algebra which contains $X$ as a sub-dense space.
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## 1. Introduction

In 1966, Y. Imai and K. Iséki in [13] introduced a class of algebras of type (2, 0) called BCK-algebras which generalizes on one hand the notion of algebra of sets whit the set subtraction as the only fundamental non-nullary operation, on the other hand the notion of impliction algebra. K. Iséki posed an interesting problem whether the class of BCK-algebras form a variety. In connection with this problem Y. Komori in [14] introduced a notion of BCC-algebras which is a generalization of notion BCKalgebras and proved that class of all BCC-algebras is not a variety. W.A. Dudek in [9] redefined the notion of BCC-algebras by using a dual form of the ordinary definition. Further study of BCC-algebras was continued [3, 6, 7, 8]. In 1937, André Weil in [17] introuduced the concept of a uniform space as a generalization of the concept of a metric space in which many non-topological invariants can be defined. The study of quasi-uniformities started in 1948 with Nachbin's investigations on uniform preordered spaces. In 1960, Á. Csaszar introduced quasi-uniform spaces and showed that every topological space is quasi-uniformizable. This result established an interesting analogy between metrizable spaces and topological spaces. quasi-uniform structures were also studied in algebraic structures. See for example [15]. In this paper, in section 3, we use of ideals of a BCC-algebra $X$ to define a quasi-uniformity $\mathcal{U}$ on $X$. We show that $(X, \mathcal{U})$ is precompact but it is not $T_{1}$ and $T_{2}$. We prove that for each cardinal number $\alpha$ there is a $T_{0}$ quasi-uniform BCC-algebra. In section 4, by using of regular ideals we make the uniformity $\mathcal{U}^{*}$ on $X$ and show that $\left(X, T\left(\mathcal{U}^{*}\right)\right)$ is compact semi topological BCC-algebra, where $T\left(\mathcal{U}^{*}\right)$ is induced topology by $\mathcal{U}^{*}$ on $X$. Finally, we obtain $\mathcal{U}^{*}$ - Cauchy filters and then construct a bicompletion BCC-algebra $(\widetilde{X}, \widetilde{\mathcal{U}})$ of $(X, \mathcal{U})$ and prove that $(\widetilde{X}, T(\tilde{\mathcal{U}}))$ is a topological BCC-algebra which has $X$ as a sub-dense-BCC-algebra.

## 2. Preliminary

2.1. Topological Space. Recall that a set $A$ with a family $\mathcal{T}$ of its subsets is called a topological space, denoted by $(A, \mathcal{T})$, if $\mathcal{T}$ is closed under finite intersections and arbitrary unions. The members of $\mathcal{U}$ are called open sets of $A$ and the complement of $A \in \mathcal{U}$, that is $A \backslash U$, is said to be a closed set. If $B$ is a subset of $A$, the smallest closed set containing $B$ is called the closure of $B$ and denoted by $\bar{B}$ (or $c l_{u} B$ ). A subfamily $\left\{U_{\alpha}: \alpha \in I\right\}$ of $\mathcal{T}$ is said to be a base of $\mathcal{T}$ if for each $x \in U \in \mathcal{T}$ there exists an $\alpha \in I$ such that $x \in U_{\alpha} \subseteq U$, or equivalently, each $U$ in $\mathcal{T}$ is the union of members of $\left\{U_{\alpha}\right\}$. A subset $P$ of $A$ is said to be a neighborhood of $x \in A$, if there exists an open set $U$ such that $x \in U \subseteq P$. Let $\mathcal{U}_{x}$ denote the totality of all neighborhoods of $x$ in $A$. Then a subfamily $\mathcal{V}_{x}$ of $\mathcal{U}_{x}$ is said to form a fundamental system of neighborhoods of $x$, if for each $U_{x}$ in $\mathcal{U}_{x}$, there exists a $V_{x}$ in $\mathcal{V}_{x}$ such that $V_{x} \subseteq U_{x}$. Topological space $(A, \mathcal{T})$ is said to be compact, if each open covering of $A$ is reducible to a finite open covering, locally compact, if for each $x \in A$ there exist an open neighborhood $U$ of $x$ and a compact subset $K$ such that $x \in U \subseteq K$. Also $(A, \mathcal{T})$ is said to be disconnected if there are two nonempty, disjoint, open subsets $U, V \subseteq A$ such that $A=U \cup V$, and connected otherwise, totally disconnected if each nonempty connected subset of $A$ has one point only, locally connected if each open neighborhood of every point $x$ contains a connected open neighborhood of $x$. The maximal connected subset containing a point of $A$ is called the component of that point [2].
2.2. Quasi-Uniform Space. Let $A$ be a non-empty set and $\emptyset \neq \mathcal{F} \subseteq P(A)$. Then $\mathcal{F}$ is called a filter on $P(A)$, if for each $F_{1}, F_{2} \in \mathcal{F}$ :
(i) $F_{1} \in \mathcal{F}$ and $F_{1} \subseteq F$ imply $F \in \mathcal{F}$,
(ii) $F_{1} \cap F_{2} \in \mathcal{F}$,
(iii) $\emptyset \notin \mathcal{F}$.

A subset $\mathcal{B}$ of a filter $\mathcal{F}$ on $A$ is a base of $\mathcal{F}$ iff, every set of $\mathcal{F}$ contains a set of $\mathcal{B}$. If $\mathcal{F}$ is a family of nonempty subsets of $A$, then we denote generated filter by $\mathcal{F}$ with fil $(\mathcal{F})$.

A quasi-uniformity on a set $A$ is a filter $Q$ on $P(X \times X)$ such that
(i) $\triangle=\{(x, x) \in A \times A: x \in A\} \subseteq q$, for each $q \in Q$,
(ii) For each $q \in Q$, there is a $p \in Q$ such that $p \circ p \subseteq q$ where

$$
p \circ p=\{(x, y) \in A \times A: \exists z \in A \text { s.t }(x, z),(z, y) \in p\}
$$

The pair $(A, Q)$ is called a quasi-uniform space. If $Q$ is a quasi-uniformity on a set $A$, then $q^{-1}=\left\{q^{-1}: q \in Q\right\}$ is also a quasi-uniformity on $A$ called the conjugate of $Q$. It is well-known that if a quasi-uniformity satisfies condition: $q \in Q$ implies $q^{-1} \in Q$, then $Q$ is a uniformity. Also $Q$ is a uniformity on $A$ provided

$$
\forall q \in Q \exists p \in Q \text { s.t } p^{-1} \circ p \subseteq q
$$

Furthermore, $Q^{*}=Q \vee Q^{-1}$ is a uniformity on $A$. A subfamily $\mathcal{C}$ of quasi-uniformity $Q$ is said to be a base for $Q$ iff, each $q \in Q$ contains some member of $\mathcal{C}$. The topology $T(Q)=\{G \subseteq X: \forall x \in G \exists q \in Q$ s.t $q(x) \subseteq G\}$ is called the topology induced by the quasi-uniformity $Q$ [11].

Proposition 2.1. [11] Let $\mathcal{C}$ be a family of subset of $X \times X$ such that
(i) $\triangle \subseteq B$, for each $B \in \mathcal{C}$;
(ii) for $B_{1}, B_{2} \in \mathcal{C}$, there is a $B_{3} \in \mathcal{C}$ such that $B_{3} \subseteq B_{1} \cap B_{2}$;
(iii) for each $B \in \mathcal{C}$, there is a $C \in \mathcal{C}$ such that $C \circ C \subseteq B$.

Then there is the unique quasi-uniformity $\mathcal{U}=\{U \subseteq X \times X: \exists B \in \mathcal{C}: B \subseteq U\}$ on $X$ for which $\mathcal{C}$ is a base.

Definition 2.1. [11] (i) A filter $\mathcal{G}$ on quasi-uniform space $(A, Q)$ is called $Q^{\star}$-Cauchy filter if for each $U \in Q$, there is a $G \in \mathcal{G}$ such that $G \times G \subseteq U$.
(ii) A quasi-uniform space $(A, Q)$ is called bicomplete if each $Q^{\star}$-Cauchy filter converges with respect to the topology $T\left(Q^{\star}\right)$.
(iii) A bicompletion of a quasi-uniform space $(A, Q)$ is a bicomplete quasi-uniform space $(Y, \mathcal{V})$ that has a $T\left(\mathcal{V}^{\star}\right)$-dense subspace quasi-unimorphic to $(A, Q)$.
(iv) A $Q^{\star}$-Cauchy filter on a quasi-uniform space $(A, Q)$ is minimal provided that it contains no $Q^{\star}$-Cauchy filter other than itself.

Lemma 2.2. [11] Let $\mathcal{G}$ be a $Q^{\star}$-Cauchy filter on a quasi-uniform space $(A, Q)$. Then, there is exactly one minimal $Q^{\star}$-Cauchy filter coarser than $\mathcal{G}$. Furthermore, if $\mathcal{B}$ is a base for $\mathcal{G}$, then $\left\{q(B): B \in \mathcal{B}\right.$ and $q$ is a symetric member of $\left.Q^{\star}\right\}$ is a base for the minimal $Q^{\star}$-Cauchy filter coarser than $\mathcal{G}$.

Lemma 2.3. [11] Let $(A, Q)$ be a $T_{0}$ quasi-uniform space and $\widetilde{A}$ be the set of all minimal $Q^{*}$-Cauchy filters on it. For each $q \in Q$, let

$$
\widetilde{q}=\{(\mathcal{G}, \mathcal{H}) \in \widetilde{A} \times \widetilde{A}: \exists G \in \mathcal{G} \text { and } H \in \mathcal{H} \text { s.t } G \times H \subseteq q\}
$$

and $\widetilde{Q}=$ fil $\{\widetilde{q}: q \in Q\}$. Then the following statements hold:
(i) $(\widetilde{A}, \widetilde{Q})$ is a $T_{0}$ bicomplete quasi-uniform space and $(A, Q)$ is a quasi-uniformly embedded as a $T\left(\widetilde{\left(Q^{\star}\right)}\right)$-dense subspace of $(\widetilde{A}, \widetilde{Q})$ by the map $i: X \rightarrow \widetilde{A}$ such that, for each $x \in A, i(x)$ is the $T\left(Q^{\star}\right)$-neighborhood filter at $x$. Furthermore, the uniformities $(\widetilde{Q})^{\star}$ and $\widetilde{\left(Q^{\star}\right)}$ coincide.
(ii) Any $T_{0}$ bicomplete of $(A, Q)$ is a quasi-unimorphic to $(\widetilde{A}, \widetilde{Q})$.

In Lemma 2.3, $(A, Q)$ is $T_{0}$ if $(x, y) \in \bigcap_{B \in \mathcal{C}} B$ and $(y, x) \in \bigcap_{B \in \mathcal{C}} B$ imply $x=y$, for each $x, y \in A$. Also $(A, Q)$ is $T_{0}$ quasi-uniform space if and only if $(A, T(Q))$ is a $T_{0}$ topological space.
2.3. BCC- Algebra. A BCC-algebra is a non empty set $X$ with a constant 0 and a binary operation $*$ satisfying the following axioms, for all $x, y, z \in X$ :
(1) $((x * y) *(z * y)) *(x * z)=0$,
(2) $0 * x=0$,
(3) $x * 0=x$,
(4) $x * y=0$ and $y * x=0$ imply $x=y$.

A non empty subset $S$ of BCC-algebra $X$ is called subalgebra of $X$ if it is closed under BCC-operation. For a BCC-algebra $X$, we denote $x \wedge y=y *(y * x)$ for all $x, y \in X$. On any BCC-algebra $X$ one can define the natural order $\leq$ putting

$$
x \leq y \Leftrightarrow x * y=0
$$

it is not difficult to verify that this order is partial and 0 is its smallest element.
In BCC-algebra $X$, following hold: for any $x, y, z \in X$
(5) $(x * y) *(z * y) \leq x * z$,
(6) $x \leq y$ implies $x * z \leq y * z$ and $z * y \leq z * x$,
(7) $x \wedge y \leq x, y$
(8) $x * y \leq x$
(9) $(x * y) * z \leq x *(y * z)$
(10) $x * x=0$,
(11) $(x * y) * x=0$. [8]

Definition 2.2. [4] Let X be a BCC-algebra and $\emptyset \neq I \subseteq X$. I is called an ideal of $X$ if it satisfies the following conditions:
(12) $0 \in I$,
(13) $x * y \in I$ and $y \in I$ imply $x \in I$.

If $I$ is an ideal in BCC-algebra of $X$, then $I$ is a subalgebra. Moreover, if $x \in I$ and $y \leq x$, then $y \in I$. An ideal $I$ is said to be regular ideal if the relation

$$
x \equiv^{I} y \Longleftrightarrow x * y, y * x \in I
$$

is a congruence relation. In this case we denote $x / I=\left\{y: x \equiv^{I} y\right\}$ and $X / I=\{x / I$ : $x \in X\} . X / I$ is a BCC-algebra by $x / I * y / I=(x * y) / I$.

## 3. A quasi-uniformity in $B C C$-algebras

In this section we let $X$ be a $B C C$-algebra and $\eta$ be an arbitrary family of ideals of $X$ which is closed under intersection.

Definition 3.1. Let $\mathcal{T}$ be a topology on a BCC-algebra $X$. Then:
$(i) *$ is continuous in (first)second variable if $x * y \in U \in \mathcal{T}$, then there is a $(V)$ $W \in \mathcal{T}$ such that $(x \in V) y \in W$ and $(V * x \subseteq U) x * W \subseteq U$. In this case, we also say $(X, *, \mathcal{T})$ is (right) left topological BCC-algebra.
(ii) $(X, *, \mathcal{T})$ is semitopological BCC-algebra if it is left and right topological BCCalgebra, i.e. if $x * y \in U \in \mathcal{T}$, then there are $V, W \in \mathcal{T}$ such that $x \in V, y \in W$ and $x * W \subseteq U$ and $V * y \subseteq U$.
(iii) $(X, *, \mathcal{T})$ is topological BCC-algebra if $*$ is continuous, i.e. if $x * y \subseteq U \in \mathcal{T}$, then there are two neighborhoods $V, W$ of $x, y$, respectively, such that $V * W \subseteq U$.

Definition 3.2. A quasi-uniform BCC-algebra is a BCC-algebra endowed with a quasi-uniformity.

Theorem 3.1. Let $X$ be a BCC-algebra. The set $\mathcal{C}=\left\{I_{L}: I \in \eta\right\}$ is a base for a quasi-uniformity $\mathcal{U}$ on $X$, where $I_{L}=\{(x, y) \in X \times X: y * x \in I\}$.

Proof. Let $I \in \eta$. Then $\triangle \subseteq I$, because for any $x \in X, x * x=0 \in I$. Now we prove that $I_{L} \circ I_{L} \subseteq I_{L}$. Let $(x, y) \in I_{L} \circ I_{L}$. Then there exists $z \in X$ such that $(x, z) \in I_{L}$ and $(z, y) \in I_{L}$. Hence $z * x$ and $y * z$ are in $I$. Since $((y * x) *(z * x)) *(y * z)=0 \in I$ and $y * z \in I,(y * x) *(z * x) \in I$. Again since $z * x \in I$, we get that $y * x \in I$. This implies that $(x, y) \in I_{L}$ and so $I_{L} \circ I_{L} \subseteq I_{L}$. Since $\eta$ is closed under intersection for each $I, J \in \eta$, $I_{L} \cap J_{L}=(I \cap J)_{L} \in \mathcal{C}$. Thus, $\mathcal{C}$ satisfies in conditions (i), (ii), (iii) from Proposition 2.1. Hence $\mathcal{C}$ is a base for the quasi-uniformity $\left\{U \in X \times X: \exists I \in \eta\right.$ s.t $\left.I_{L} \subseteq U\right\}$.

Notation. From now on, $\mathcal{U}$ is the unifomity in Theorem 3.1 and $T(\mathcal{U})=\{G \subseteq X$ : $\forall x \in G \exists I \in \eta$ s.t $\left.I_{L}(x) \subseteq G\right\}$ is induced topology by it.

Example 3.1. Let $X=\{0,1,2,3\}$ be a BCC-algebra with the following table:

| $*$ | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 1 |
| 2 | 2 | 1 | 0 | 1 |
| 3 | 3 | 3 | 3 | 0 |

Then obviously $I_{1}=\{0\}, I_{2}=\{0,1,2\}$ and $I_{3}=X$ are ideals of $X$. Clearly,

$$
\begin{gathered}
\left(I_{1}\right)_{L}=\triangle \cup\{(1,0),(2,0),(3,0),(2,1)\} \\
\left(I_{2}\right)_{L}=\triangle \cup\{(1,0),(2,0),(3,0),(2,1),(0,1),(0,2)\}
\end{gathered}
$$

and $\left(I_{3}\right)_{L}=X \times X$. Therefore, by Theorem 3.1, $\mathcal{B}=\left\{\left(I_{i}\right)_{L}: i=1,2,3\right\}$ is a base of the quasi-uniformity $\mathcal{U}=\left\{U \subseteq X \times X: \exists i \in\{1,2,3\}\right.$ s.t $\left.\left(I_{i}\right)_{L} \subseteq U\right\}$ on $X$. Moreover $\left(I_{1}\right)_{L}(0)=\{0\},\left(I_{1}\right)_{L}(1)=\{0,1\}$ and $\left(I_{1}\right)_{L}(3)=\left(I_{2}\right)_{L}(3)=\{0,3\}$. Also,

$$
\begin{gathered}
\left(I_{2}\right)_{L}(0)=\left(I_{2}\right)_{L}(1)=\left(I_{1}\right)_{L}(2)=\left(I_{2}\right)_{L}(2)=\{0,1,2\}, \\
\left(I_{3}\right)_{L}(0)=\left(I_{3}\right)_{L}(1)=\left(I_{3}\right)_{L}(2)=\left(I_{3}\right)_{L}(3)=X,
\end{gathered}
$$

Therefore $T(\mathcal{U})=\left\{U \subseteq X \times X: \forall x \in U \exists i \in\{1,2,3\}\right.$ s.t $\left.\left(I_{i}\right)_{L}(x) \subseteq U\right\}$.
Recall subset $I$ of BCC-algera $X$ is called BCC-ideal if $0 \in I$ and $(x * y) * z \in I, y \in I$ imply $x * z \in I$. In a BCC-algebra any BCC-ideal is an ideal. [7]
Lemma 3.2. For any $I \in \eta$ and $x \in X$, define $I_{L}(x)=\{y \in X: y * x \in I\}$. Then following holds:
(i) $0 \in I_{L}(x)$,
(ii) if $x \leq y$, then $I_{L}(x) \subseteq I_{L}(y)$,
(iii) if $y \in I_{L}(x)$, then $I_{L}(y) \subseteq I_{L}(x)$,
(iv) if $x \in I$, then $I_{L}(x)=I$,
(v) if $y \in I$, then $I_{L}(x * y) \subseteq I_{L}(x)$ for each $x \in X$,
(vi) if $I$ is a BCC-ideal and $x \in I$, then for any $y \in X, I_{L}(x * y) \subseteq I_{L}(y)$.

Proof. (i) Since $0=0 * x \in I, 0 \in I_{L}(x)$.
(ii) Let $z \in I_{L}(x)$. Then $z * x \in I$. Since $x \leq y$, by (2), $z * y \leq z * x$. Hence $z * y \in I$, which implies that $z \in I_{L}(y)$.
(iii) Let $z \in I_{L}(y)$. Then $z * y \in I$. Since $y \in I_{L}(x), y * x \in I$. Now from $((z * x) *(y * x)) *(z * y)=0$ we conclude that $z * x \in I$ and so $z \in I_{L}(x)$.
(iv) Since $x \in I$,

$$
y \in I_{L}(x) \Leftrightarrow(x, y) \in I_{L} \Leftrightarrow y * x \in I \Leftrightarrow y \in I .
$$

$(v)$ Let $z \in I_{L}(x * y)$. Then $z *(x * y) \in I$. By (9), $(z * x) * y \leq z *(x * y)$. Therefore $(z * x) * y \in I$. Since $y \in I, z * x \in I$. Hence $z \in I_{L}(x)$.
(vi) Let $z \in I_{L}(x * y)$. Then $(z * x) * y \in I$. Since $x \in I$ and $I$ is a BCC-ideal, $z * y \in I$. Hence $z \in I_{L}(y)$.
Theorem 3.3. $T(\mathcal{U})$ is the smallest topology on $X$ which includes $\eta$ and $(X, *, T(\mathcal{U}))$ is a right topological BCC-algebra.
Proof. By Lemma 3.2 (iii), it is easy to prove that $I_{L}(x) \in T(\mathcal{U})$, for each $x \in X$ and $I \in \eta$. Now let $x, y \in X$ and $x * y \in G \in T(\mathcal{U})$. Then there exists $I \in \eta$ such that $I_{L}(x * y) \subseteq G$. Let $z \in I_{L}(x)$. Since $z * x \in I$ and $((z * y) *(x * y)) *(z * x)=0 \in I$, $(z * y) *(x * y)$ is in $I$ and so $z * y \in I_{L}(x * y)$. Hence $I_{L}(x) * y \subseteq I_{L}(x * y)$. This implies
that $*$ is contiuous in first variable. Now suppose $\mathcal{T}$ is a topology on $X$ such that $*$ is continuous in first variable and $\eta \subseteq \mathcal{T}$. We show that $T(\mathcal{U}) \subseteq \mathcal{T}$. For this, given $x \in G \in T\left(\mathcal{U}^{\star}\right)$. Then there exists $I \in \eta$ such that $I_{L}(x) \subseteq G$. Since $x * x=0 \in I \in \mathcal{T}$, there exists $V \in \mathcal{T}$ such that $x \in V$ and $V * x \subseteq I$. If $z \in V$, then $z * x \in I$ and so $z \in I_{L}(x)$. Hence $x \in V \subseteq I_{L}(x) \subseteq G$. Thus $T(\mathcal{U}) \subseteq \mathcal{T}$.

Recall a non zero element $a \in X$ is called an atom of a BCC-algebra if $x \leq a$ implies $x=0$ or $x=a$. It is easy to see if $a \neq b$ are atoms, then $a * b=a$. [6]
Proposition 3.4. If all non zero elements of BCC-algebra $X$ are atoms, then:
(i) for each $I \in \eta$ and $x \in X, I_{L}(x)=I$,
(ii) $(X, *, T(\mathcal{U}))$ is a topological BCC-algebra,
(iii) $(X, \mathcal{U})$ is a uniform space,

Proof. (i) The proof is obvious.
(ii) Let $x, y \in X$ and $x * y \in G \in T(\mathcal{U})$. Then there exists $I \in \eta$ such that $I_{L}(x * y)=$ $I \subseteq G$. Now

$$
x * y \in I_{L}(x) * I_{L}(y)=I * I \subseteq I \subseteq G
$$

(iii) Let $U \in \mathcal{U}$. Then there exists, $I \in \eta$ such that $I_{L} \subseteq U$. We claim that $I_{L}^{-1} \circ I_{L} \subseteq U$. Let $(x, y) \in I_{L}^{-1} \circ I_{L}$. For some a $z \in X$ we have $(x, z) \in I_{L}^{-1}$ and $(z, y) \in I_{L}$. Hence $x * z \in I$ and $y * z \in I$. Since $x, y$ are atoms, $x, y \in I$. Therefore, $(x, y) \in I_{L} \subseteq U$.

Recall that a quasi-uniform space $(A, Q)$ is said to be precompact if for each $q \in Q$ there exist $x_{1}, x_{2}, \ldots, x_{n} \in A$ such that $A=\cup_{i=1}^{n} q\left(x_{i}\right)$. [11]
Proposition 3.5. Let $X$ be a BCC-algebra. The following conditions are equivalent:
(i) the topological space $(X, T(\mathcal{U}))$ is compact,
(ii) the quasi-uniform space $(X, \mathcal{U})$ is precompact,
(iii) there exists $S=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq X$ such that for all $a \in X$ and $I \in \eta, a * x_{i} \in I$, for some $x_{i} \in S$.
Proof. $(i) \Rightarrow(i i)$ it is clear.
(ii) $\Rightarrow$ (iii) Let $I \in \eta$. Since $(X, \mathcal{U})$ is precompact, there exist $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that $X=\cup_{i=1}^{n} I_{L}\left(x_{i}\right)$. If $a \in X$, then there exists $x_{i}$ such that $a \in I_{L}\left(x_{i}\right)$. Therefore $a * x_{i} \in I$.
(iii) $\Rightarrow\left(\right.$ i) Let $X=\cup_{\alpha \in \Omega} G_{\alpha}$, where each $G_{\alpha}$ is an open set of $X$. Then for any $x_{i} \in S$ there exists $\alpha_{i} \in \Omega$ such that $x_{i} \in G_{\alpha_{i}}$. Since $G_{\alpha_{i}}$ is an open set, there exists $I \in \eta$ such that $I_{L}\left(x_{i}\right) \subseteq G_{\alpha_{i}}$, For any $a \in X$ by hypothesis $a * x_{i} \in I$ for some $x_{i} \in S$. Hence $a \in I_{L}\left(x_{i}\right) \subseteq G_{\alpha_{i}}$. Therefore, $X=\cup_{i=1}^{n} I_{L}\left(x_{i}\right) \subseteq \cup_{i=1}^{n} G_{\alpha_{i}}$. So $(X, T(\mathcal{U}))$ is compact.

Proposition 3.6. Let $\eta=\{I\}$. Then:
(i) if $I^{c}$ is a finite set, then topological space $(X, T(\mathcal{U}))$ is compact,
(ii) the set $I$ is compact in topological space $(X, T(\mathcal{U}))$,
(iii) for any $x \in X, I_{L}(x)$ is compact set in topological space $(X, T(\mathcal{U}))$.

Proof. (i) Let $\left\{G_{\alpha}: \alpha \in \Omega\right\}$ be an open cover of $X$ and $I^{c}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Then there exist $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n} \in \Omega$ such that $0 \in G_{\alpha_{0}}, x_{1} \in G_{\alpha_{1}}, x_{2} \in G_{\alpha_{2}}, \ldots x_{n} \in G_{\alpha_{n}}$. By (3), $I=I_{L}(0) \subseteq G_{\alpha_{0}}$, so $X=I \cup I^{c} \subseteq G_{\alpha_{0}} \cup G_{\alpha_{1}} \ldots \cup G_{\alpha_{n}}$.
(ii) Let $I \subseteq \bigcup_{\alpha \in \Omega} G_{\alpha}$, where each $G_{\alpha}$ is an open set of $X$. Since $0 \in I$, there is $\alpha \in \Omega$
such that $0 \in G_{\alpha}$. Then $I=I_{L}(0) \subseteq G_{\alpha}$. Hence $I$ is a compact set in topological space $(X, T(\mathcal{U}))$.
(iii) Suppose $x \in X$ and $\left\{G_{\alpha}: \alpha \in \Omega\right\}$ an open cover of $I_{L}(x)$. Since $x \in I_{L}(x)$, there exists $\alpha \in \Omega$ such that $x \in G_{\alpha}$. Hence $I_{L}(x) \subseteq G_{\alpha}$.

Let $(A, Q)$ be a quasi-uniform space and $\mathcal{C}$ be a base for it. Recall $(A, Q)$ is said to be $T_{1}$ quasi-uniform space if $\triangle=\bigcap_{B \in \mathcal{C}} B$ and $T_{2}$ quasi-uniform space if $\triangle=\bigcap_{B \in \mathcal{C}} B^{-1} o B$. [11]
Proposition 3.7. quasi-uniform space $(X, \mathcal{U})$ is $T_{0}$ space iff, $\{0\} \in \eta$. But it is not $T_{1}$ and $T_{2}$ space.

Proof. Let $(x, y),(y, x) \in \bigcap_{I \in \eta} I_{L}$. Hence $x * y \in I, y * x \in I$, for all $I \in \eta$. Since $\{0\} \in \eta, x * y=y * x=0$. By $(4), x=y$. Hence $(X, \mathcal{U})$ is $T_{0}$ space. Conversely, let $(X, \mathcal{U})$ be $T_{0}$. Let $x \in \bigcap_{I \in \eta} I$. Then for each $I \in \eta, x * 0=x$ and $0 * x=0$, both, are in $I$. So $(x, 0),(0, x) \in \bigcap_{I \in \eta} I_{L}$. Since $(X, \mathcal{U})$ is $T_{0}, x=0$. Hence $\bigcap_{I \in \eta} I=\{0\}$. Since $\eta$ is closed under intersection, $\{0\} \in \eta$.
For any $y \in X,(y, 0) \in \bigcap_{I \in \eta} I_{L}$. Hence $\bigcap_{U \in \mathcal{U}} U \neq \triangle$ which implies that $(X, \mathcal{U})$ is not $T_{1}$ and $T_{2}$.

Proposition 3.8. Let for any $a \in X, l_{a}: X \rightarrow X$ by $l_{a}(x)=a * x$ be an open map. Then $(X, T(\mathcal{U}))$ is a $T_{0}$ space.

Proof. Let $x, y \in X$ and $x \neq y$. By (iv) of Lemma 3.2, $I$ is in $T(\mathcal{U})$, so $x * I$ and $y * I$ are open neighborhoods of $x, y$, respectively. We claim that $y \notin x * I$ or $x \notin y * I$. If $y \in x * I$ and $x \in y * I$, then there exist $z_{1}, z_{2} \in I$ such that $x=y * z_{1}$ and $y=x * z_{2}$. By (8), $x \leq y$ and $y \leq x$. So $x * y=y * x=0$. By(4), $x=y$. This is a contradiction.

Proposition 3.9. The following conditions are equivalent:
(i) $(X, T(\mathcal{U}))$ is a $T_{0}$ space,
(ii) for every $0 \neq x \in X$ there is $I \in \eta$ such that $x \notin I$,
(iii) for each $0 \neq x \in X$ there exists $U \in T(\mathcal{U})$ such that $x \notin U$.

Proof. $(i \Rightarrow i i)$ Let $0 \neq x \in X$. Since $(X, T(\mathcal{U}))$ is $T_{0}$, there is an open neighborhood $G$ of 0 such that $x \notin G$. As $0 \in G$, there is $I \in \eta$ such that $0 \in I \subseteq G$. Clearly $x \notin I$. (ii $\Rightarrow$ iii) Because for each $I \in \eta, I$ belongs $T(\mathcal{U})$, the proof is obvious.
(iii $\Rightarrow$ ) Let $x, y \in X$ and $x \neq y$. Then $x * y \neq 0$ or $y * x \neq 0$. Without the lost of generality, suppose $x * y \neq 0$. By hypothesis there exists $G \in T(\mathcal{U})$ such that $x * y \notin G$. Since $0 \in G$, there exists $I \in \eta$ such that $I=I_{L}(0) \subseteq G$. Since $(X, *, T(\mathcal{U}))$ is right topological BCC-algebra and $0 * x=0$, there is $J \in \eta$ such that $J_{L}(0) * x \subseteq I$. Let $K=I \cap J$. We claim that $x \notin K_{L}(y)$. If $x \in K_{L}(y)$, then $x * y \in K \subseteq I \subseteq G$. This is a contradiction. Hence $(X, T(\mathcal{U}))$ is a $T_{0}$ space. Conversely, Let $0 \neq x \in X$. Since $(X, T(\mathcal{U}))$ is a $T_{0}$ space and each open set in $(X, T(\mathcal{U}))$ contains 0 , there exists $U \in T(\mathcal{U})$ such that $x \notin U$.

Let $(A, Q)$ and $\left(A^{*}, R\right)$ be quasi-uniform spaces. The map $f:(A, Q) \rightarrow\left(A^{*}, R\right)$ is called quasi-uniform continuous if for each $r \in R$ there exists $q \in Q$ such that $(x, y) \in q$ implies $(f(x), f(y)) \in r$. [11],[16]

Proposition 3.10. Let $X$ be a $B C C$-algebra and $a \in X$. The mapping $r_{a}:(X, \mathcal{U}) \rightarrow$ $(X, \mathcal{U})$ given by $r_{a}(x)=x *$ a for all $x \in X$ is quasi-uniform continuous.

Proof. Let $U \in \mathcal{U}$. Then there exists $I \in \eta$ such that $I_{L} \subseteq U$. Let $(x, y) \in I_{L}$. Since $y * x \in I$ and $(y * a) *(x * a) \leq(y * x)$, we get that $(y * a) *(x * a) \in I$ and so

$$
\left(r_{a}(x), r_{a}(y)\right)=((x * a),(y * a)) \in I_{L} \subseteq U
$$

Theorem 3.11. For each $n \geq 4$, there exists a quasi uniform BCC-algebra of order $n$.

Proof. Let $(X, *, 0)$ be a BCC-algebra and $\eta$ be a family of ideals in $X$ which is closed under intersection. By Theorem 3.1, there is a uniformity $\mathcal{U}$ on $X$. Suppose $a \notin X$ and $X^{\prime}=X \cup\{a\}$. Then $X^{\prime}$ is a BCC-algebra by

$$
x \otimes y=\left\{\begin{align*}
x * y & \text { if } x, y \in X  \tag{1}\\
a & \text { if } x=a, y=0 \\
0 & \text { if } x=a, y \neq 0 \\
x & \text { if } x \in X, y=a
\end{align*}\right.
$$

We prove that for all $I \in \eta, I^{\prime}=I \cup\{a\}$ is an ideal of $X^{\prime}$. Clearly, $0 \in I^{\prime}$. Let $x \otimes y \in I^{\prime}$ and $y \in I^{\prime}$. If $x, y \neq a$, then $x * y \in I$. Since $I$ is an ideal in $X$ and $y \in I$, we get that $x \in I \subseteq I^{\prime}$. If $x=a$, clearly $x \in I^{\prime}$. If $x \in X$ and $y=a$, then $x=x \otimes y \in I^{\prime}$. Thus $\eta^{\prime}=\left\{I^{\prime}: I \in \eta\right\}$ is a family of ideals in $X^{\prime}$ which is closed under intersection. By Theorem 3.1, there is a uniformity $\mathcal{U}^{\prime}$ on $X^{\prime}$.
By Example 3.1, there is a quasi-uniform BCC-algebra of order 4. If $(X, *, 0, \mathcal{U})$ is a quasi-uniform BCC-algebra of order $n$, then by the above paragraph there is a quasi-uniform BCC-algebra of order $n+1$.

Corollary 3.12. For each $n \geq 4$, there is a right topological BCC-algebra of order $n$. Proof. By Theorems 3.11 and 3.3, the proof is obvious.

Theorem 3.13. For each $n \geq 4$, there is a $T_{0}$ quasi-uniform BCC-algebra of order $n$.

Proof. Let $(X, *, 0)$ be a BCC-algebra and $a \notin X$. Then $X^{\prime}=X \cup\{a\}$ is a BCCalgebra by

$$
x \otimes y=\left\{\begin{align*}
x * y & \text { if } x, y \in X  \tag{2}\\
0 & \text { if } x \in X, y=a \\
a & \text { if } x=a, y \in X
\end{align*}\right.
$$

First we show that every ideal in $X$ is an ideal in $X^{\prime}$. Let $I$ be an ideal in $X, x \otimes y \in I$ and $y \in I$. $x \neq a$ because $a * y=a \notin I$. Since $x * y \in I, x, y \in X$ and $I$ is an ideal in $X$, we get that $x \in I$. Hence if $\eta$ is a family of ideals in $X$ which is closed under intersection it is in $X^{\prime}$ so. By Theorem 3.1, there are quasi-uniformities $\mathcal{U}, \mathcal{U}^{\prime}$ on $X, X^{\prime}$, respectively. By Proposition 3.7, $(X, \mathcal{U})$ is a $T_{0}$ quasi-uniform space iff $\{0\} \in \eta$ iff $\left(X^{\prime}, \mathcal{U}^{\prime}\right)$ is $T_{0}$ quasi-uniform space.
Now by Example 3.1, $(X, \mathcal{U})$ is a $T_{0}$ quasi-uniform BCC-algebra of order 4. Let $(X, *, 0, \mathcal{U})$ be a $T_{0}$ quasi-uniform BCC-algebra of order $n$. Then by the above paragraph, we can find a quasi-uniform BCC-algebra $\left(X^{\prime}, \mathcal{U}^{\prime}\right)$ of order $\mathrm{n}+1$.

Theorem 3.14. Let $\alpha$ be an infinite cardinal number. Then there is a $T_{0}$ quasiuniform BCC-algebra of order $\alpha$.

Proof. Let $X$ be a set with cardinal number $\alpha$. Consider $X_{0}=\left\{x_{0}=0, x_{1}, x_{2}, \ldots\right\}$ a countable subset of $X$. Define

$$
x_{i} * x_{j}=\left\{\begin{align*}
0 & \text { if } i=j  \tag{3}\\
x_{i} & \text { if } i \neq j .
\end{align*}\right.
$$

Then $\left(X_{0}, *, 0\right)$ is a BCC-algebra. Let $\eta$ be a collection of ideals in $X_{0}$ which is closed under intersection and contains $\{0\}$. Then by Theorem 3.1 and Proposition 3.7, there is a quasi-uniformity $\mathcal{U}_{0}$ on $X_{0}$ such that $\left(X_{0}, \mathcal{U}_{0}\right)$ is a $T_{0}$ quasi-uniform BCC-algebra. Now, define the binary operation $\otimes$ on $X$ by

$$
x \otimes y=\left\{\begin{align*}
x * y & \text { if } x, y \in X_{0}  \tag{4}\\
0 & \text { if } x \in X_{0}, y \notin X_{0} \\
x & \text { if } x \notin X_{0}, y \in X_{0} \\
0 & \text { if } x=y \notin X_{0} \\
x & \text { if } x \neq y x, y \notin X_{0} .
\end{align*}\right.
$$

It is routine to check that $X$ is a BCC-algebra of order $\alpha$. Let $I \in \eta$ and $x, y \in X$ such that $x \otimes y \in I$ and $y \in I$. Then $y \in X_{0}$. If $x \in X_{0}$, then since $I$ is an ideal in $X_{0}$ and $x * y=x \otimes y \in I$, we get that $x \in I$. If $x \notin X_{0}$, then $x=x \otimes y \in I$. This proves that $\eta$ is a collection of ideals in $X$ which is closed under intersection and contains $\{0\}$. Hence by Theorem 3.1 and Proposition 3.7, there is a $T_{0}$ quasi-uniformity $\mathcal{U}$ on $X$.

Corollary 3.15. If $\alpha$ is a cardinal number, then there is a $T_{0}$ right topological BCCalgebra.

## 4. The bicompletion of topological BCC-algebra

In this section, we let $X$ be a $B C C$-algebra and $\eta$ be an arbitrary family of regular ideals of $X$ which is closed under intersection and prove that for $T_{0}$ quasi-uniform BCC-algebra $(X, \mathcal{U})$, the bicompletion $(\widetilde{X}, \widetilde{\mathcal{U}})$ admits the structure of a topological BCC-algebra such that $X$ is a $T(\widetilde{\mathcal{U}})^{\star}$-dense sub BCC-algebra of $\widetilde{X}$.
Proposition 4.1. Let $I$ be a regular ideal of BCC-algebra X. Define $I_{L}^{-1}=\{(x, y) \in$ $\left.X \times X:(y, x) \in I_{L}\right\}$ and $I_{L}^{\star}=I_{L} \cap I_{L}^{-1}$. Then following holds:
(i) $I_{L}^{-1}=\{(x, y) \in X \times X: x * y \in I\}$,
(ii) $I_{L}^{-1}(x)=\{y \in X: x * y \in I\}$,
(iii) $I_{L}^{-1}(0)=X$,
(iv) $I_{L}^{\star}=\left\{(x, y) \in X \times X: x \equiv^{I} y\right\}$,
(v) $I_{L}^{\star}(x)=\left\{y \in X: x \equiv^{I} y\right\}=x / I$,
(vi) if $x \in I$, then $I_{L}^{\star}(x)=I$,
(vii) $I_{L}^{\star}\left(I_{L}^{\star}(0)\right)=I_{L}^{\star}(0)$,
(viii) $I_{L}^{\star}(G * H)=I_{L}^{\star}(G) * I_{L}^{\star}(H)$.

Proof. The proofs $(i),(i i),(i v),(v)$ and (viii) are easy. To prove (iii), let $x \in X$. Since $0 * x=0 \in I$, by (ii), $x \in I_{L}^{-1}(0)$. So $X \subseteq I_{L}^{-1}(0)$.
(vi)

$$
z \in I_{L}^{\star}(x) \Leftrightarrow z \equiv^{I} x \Leftrightarrow x * z \in I, z * x \in I \Leftrightarrow z \in I .
$$

(vii) By (iv) we have
$I_{L}^{\star}\left(I_{L}^{\star}(0)\right)=I_{L}^{\star}(I)=\left\{y \in X: \exists x \in I\right.$ s.t $\left.y \equiv^{I} x\right\}=\{y \in X: y \in I\}=I=I_{L}^{\star}(0)$.

Theorem 4.2. There is a uniformity $\mathcal{U}^{\star}$ on $X$ such that $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is a completely regular topological BCC-algebras, where $T\left(\mathcal{U}^{\star}\right)$ is the induced topology by $\mathcal{U}^{\star}$ on $X$.

Proof. Let $\mathcal{B}=\left\{I_{L}^{\star}: I \in \eta\right\}$. As the proof of Theorem 3.1, we can show that $\mathcal{B}$ is a base for the quasi-uniformity $\mathcal{U}^{\star}=\left\{U \subseteq X \times X: \exists I \in \eta\right.$ s.t $\left.I_{L}^{\star} \subseteq U\right\}$. We prove $\mathcal{U}^{\star}$ is a uniformity. For this we must show $U^{-1} \in \mathcal{U}^{\star}$, for all $U \in \mathcal{U}^{\star}$. Let $U \in \mathcal{U}^{\star}$. Then $I_{L}^{\star} \subseteq U$ for some $I \in \eta$. Since $I_{L}^{\star}=\left(I_{L}^{\star}\right)^{-1},\left(I_{L}^{\star}\right)^{-1} \subseteq U$ and so $I_{L}^{\star} \subseteq U^{-1}$. This implies that $U^{-1} \in \mathcal{U}^{\star}$. Now suppose $T\left(\mathcal{U}^{\star}\right)=\left\{G \subseteq X: \forall x \in G \exists I \in \eta\right.$ s.t $\left.I_{L}^{\star}(x) \subseteq U\right\}$ is the induced topology by $\mathcal{U}^{\star}$ on $X$. We will prove that $*$ is continuous. For this, suppose $x * y \in G \in T\left(\mathcal{U}^{\star}\right)$. Then there exists $I \in \eta$ such that $I_{L}^{\star}(x * y) \subseteq G$. Let $z \in I_{L}^{\star}(x) * I_{L}^{\star}(y)$. Then $z=\alpha * \beta$, for some $\alpha \in I_{L}^{\star}(x)$ and $\beta \in I_{L}^{\star}(y)$. Since $\alpha \equiv^{I} x$ and $\beta \equiv^{I} y$ and $\equiv^{I}$ is congruence relation, $x * y \equiv^{I} \alpha * \beta=z$. This implies that $z \in I_{L}^{\star}(x * y)$ and so $I_{L}^{\star}(x) * I_{L}^{\star}(y) \subseteq I_{L}^{\star}(x * y)$. Finally, since $T\left(\mathcal{U}^{\star}\right)$ is the induced topology by uniformity $\mathcal{U}^{\star}$, it is completely regular on $X$.

Example 4.1. Let $(X, *, 0)$ be as BCC-algebra in example 3.1. It is easy to see that $I_{1}, I_{2}$ and $I_{3}$ are regular ideals of $X$. Hence $\left(I_{1}\right)_{L}^{\star}=\triangle$,

$$
\left(I_{2}\right)_{L}^{\star}=\triangle \cup\{(0,1),(1,0),(0,2),(2,0),(1,2),(2,1)\}
$$

and $\left(I_{3}\right)_{L}^{\star}=X \times X$. Therefore, $\mathcal{U}^{\star}=\left\{U \subseteq X \times X: \exists i \in\{1,2,3\}\right.$ s.t $\left.\left(I_{i}\right)_{L}^{\star} \subseteq U\right\}$.
Example 4.2. Let $X=[0, \infty)$. Then $X$ is a BCC-algebra with the following operation

$$
x * y= \begin{cases}0 & \text { if } x \leqslant y  \tag{5}\\ x & \text { if } x>y\end{cases}
$$

Let $I_{n}=[0, n]$, for each $n \geq 1$. We show that $I_{n}$ is a regular ideal. Let $(x * y) * z \in I_{n}$ and $y \in I_{n}$. If $y<x$, then $x * z=(x * y) * z \in I_{n}$. If $y \geq x$, then $x \in I_{n}$. Since $x * z$ is $x$ or 0 , we get that $x * z \in I_{n}$. Thus, $I_{n}$ is a BCC-ideal and so is a regular ideal. Moreover,

$$
I_{n}^{\star} \stackrel{\star}{L}=\{(x, y) \in X \times X: x * y, y * x \leq n\}=\left\{(x, y) \in X \times X: x, y \in I_{n}\right\}=I_{n} \times I_{n}
$$

Now let $\eta=\left\{I_{n}: n \geq 1\right\}$. Then $\eta$ is a family of regular ideals which is closed under intersection. By Theorem 4.2, $\mathcal{U}^{\star}=\left\{U \subseteq X \times X: \exists n \geq 1\right.$ s.t $\left.I_{n} \times I_{n} \subseteq U\right\}$.

A topological space $A$ is connected if and only if it has only $A$ and $\emptyset$ as closed and open subsets.

Proposition 4.3. The space $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is connected if and only if $\eta=\{X\}$.
Proof. Let $X \neq I \in \eta$ and $x \notin I$. It is clear that $I_{L}^{\star}(x) \in T\left(\mathcal{U}^{\star}\right)$. We show that $I_{L}^{\star}(x)$ is closed in this space. Let $y \in \overline{I_{L}^{\star}(x)}$. Then there is a $z \in I_{L}^{\star}(y) \cap I_{L}^{\star}(x)$. Hence $y \equiv^{I} z \equiv^{I} x$ which implies that $y \in I_{L}^{\star}(x)$. Obviously, $I_{L}^{*}(x)$ is nonempty. If $I_{L}^{*}(x)=X$, then 0 is in it and so $x \equiv^{I} 0$ which implies that $x \in I$, a contradiction. Thus, $I_{L}^{*}(x)$ is a nonempty proper subset of $X$ which is closed and open. Hence this space is not connected. Conversely, let $\eta=\{X\}$. Then $T\left(\mathcal{U}^{\star}\right)=\{\emptyset, X\}$. Hence $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is connected.

Recall quasi-uniform space $(A, Q)$ is totally bounded, if for each $q \in Q$ there exist sets $S_{1}, S_{2}, \ldots, S_{n}$ such that $A=\bigcup_{i=1}^{n} S_{i}$ and for each $1 \leq i \leq n, S_{i} \times S_{i} \subseteq q .[11],[16]$

Proposition 4.4. The following conditions are equivalent:
(i) for each $I \in \eta, X / I$ is finite,
(ii) $(X, \mathcal{U})$ is totally bounded,
(iii) $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is compact.

Proof. $(i \Rightarrow i i)$ Let for each $I \in \eta, X / I$ be finite. We prove that $(X, \mathcal{U})$ is totally bounded. Let $I \in \eta$. Since $X / I$ is finite, there are $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that $X=\bigcup_{i=1}^{n} x_{i} / I$. For each $1 \leq i \leq n, x_{i} / I \times x_{i} / I \subseteq I_{L}$ because if $(x, y) \in x_{i} / I \times x_{i} / I$, then $x \equiv^{I} x_{i} \equiv^{I} y$ and so $(x, y) \in I_{L}$. This proves that $(X, \mathcal{U})$ is totally bounded.
(ii $\Rightarrow$ iii) Let $(X, \mathcal{U})$ be totally bounded and $I \in \eta$. There exist sets $S_{1}, S_{2}, \ldots, S_{n}$, such that $\bigcup_{i=1}^{n} S_{i}=X$ and for each $1 \leq i \leq n, S_{i} \times S_{i} \subseteq I_{L}$. Let $1 \leq i \leq n$ and $x, y \in S_{i}$. Since $(x, y)$ and $(y, x)$ are in $I_{L}$, we get $x \equiv^{I} y$. This proves that $S_{i} \subseteq x_{i} / I$, for some $x_{i} \in S_{i}$. Now to prove that $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is compact let $X=\bigcup_{\alpha \in \Omega} G_{\alpha}$, where each $G_{\alpha}$ is in $T\left(\mathcal{U}^{\star}\right)$. Then there are $G_{\alpha_{1}}, \ldots, G_{\alpha_{n}}$ such that $x_{i} \in G_{\alpha_{i}}$ for each $1 \leq i \leq n$. Now suppose $x \in X$, then $x \in x_{i} / I$, for some $1 \leq i \leq n$ and so $x \in I_{L}^{\star}\left(x_{i}\right) \subseteq G_{\alpha_{i}}$. Therefore $X \subseteq \bigcup_{i=1}^{n} G_{\alpha_{i}}$, which shows that $\left(X, T\left(\mathcal{U}^{\star}\right)\right)$ is compact.
(iii $\Rightarrow i$ ) Let $I \in \eta$. Since $\left\{I_{L}^{\star}(x): x \in X\right\}$ is an open cover of $X$ in $T\left(\mathcal{U}^{\star}\right)$, there are $x_{1}, x_{2}, \ldots, x_{n} \in X$ such that $X \subseteq \bigcup_{i=1}^{n} I_{L}^{\star}\left(x_{i}\right)$. Now it is easy to see that $X / I=\left\{x_{1} / I, \ldots, x_{n} / I\right\}$.

Theorem 4.5. Let $(X, *, \mathcal{T})$ be a semi topological BCC-algebra. If $\eta \subseteq \mathcal{T}$, then $T\left(\mathcal{U}^{*}\right) \subseteq \mathcal{T}$.

Proof. Let $(X, *, \mathcal{T})$ be a semitopological BCC-algebra which includes $\eta$. Given $x \in$ $G \in T\left(\mathcal{U}^{\star}\right)$. Then there exists $I \in \eta$ such that $I_{L}^{\star}(x) \subseteq G$. Since $x * x=0 \in I \in \mathcal{T}$, there exists $U \in \mathcal{T}$ such that $x \in U$ and $x * U, U * x \subseteq I$. If $z \in U$, then $x * z, z * x \in I$ and so $z \in I_{L}^{\star}(x)$. Hence $x \in U \subseteq I_{L}^{\star}(x) \subseteq G$. Thus $T\left(\mathcal{U}^{\star}\right) \subseteq \mathcal{T}$.

Lemma 4.6. Let $\mathcal{B}$ be a base for $\mathcal{U}^{\star}$-Cauchy filter $\mathcal{G}$ on quasi-uniform BCC-algebra $(X, \mathcal{U})$. Then the set $\left\{I_{L}^{\star}(B): I \in \eta, B \in \mathcal{B}\right\}$ is a base for a uniqe minimal $\mathcal{U}^{\star}$ Cauchy filter coarser than $\mathcal{G}$.

Proof. By Lemma 2.2, the set $\left\{U(B): B \in \mathcal{B}, U \in \mathcal{U}^{\star}\right\}$ is a base for the unique minimal $\mathcal{U}^{\star}$-Cauchy filter $\mathcal{G}_{0}$ coareser than $\mathcal{G}$. Let $U \in \mathcal{U}^{\star}$ and $B \in \mathcal{B}$. Then for some $I \in \eta, I_{L}^{\star} \subseteq U$. So $I_{L}^{\star}(B) \subseteq U(B)$. Now it is easy to prove that the set $\left\{I_{L}^{\star}(B): I \in \eta, B \in \mathcal{B}\right\}$ is a base for $\mathcal{G}_{0}$.

Lemma 4.7. $\eta$ is a base for a minimal $\mathcal{U}^{\star}$-Cauchy filter $\mathcal{I}$ on quasi-uniform BCCalgebra $(X, \mathcal{U})$.

Proof. Let $\mathcal{C}=\{S \subseteq X: \exists I \in \eta$ s.t $I \subseteq S\}$. It is easy to prove that $\mathcal{C}$ is a filter with base $\eta$. To prove that $\mathcal{C}$ is a $\mathcal{U}^{*}$-Cauchy filter, let $U \in \mathcal{U}$. There is a $I \in \eta$ such that $I_{L} \subseteq U$. If $x, y \in I_{L}^{\star}(0)$, then $x \equiv^{I} y$ and so $(x, y) \in I_{L}^{\star} \subseteq I_{L} \subseteq U$. This proves that $I_{L}^{\star}(0) \times I_{L}^{\star}(0) \subseteq U$. By Proposition $4.1(v i), I \times I \subseteq U$. Hence $\mathcal{C}$ is a $\mathcal{U}^{\star}$-Cauchy filter. By Lemma 2.2, the set $\left\{I_{L}^{\star}\left(I_{L}^{\star}(0)\right): I \in \eta\right\}$ is a base for the uniqe minimal $\mathcal{U}^{\star}$ Cauchy filter $\mathcal{I}$ coareser than $\mathcal{C}$. But by Proposition $4.1(v i i), I_{L}^{\star}\left(I_{L}^{\star}(0)\right)=I_{L}^{\star}(0)=I$. Therefore, $\eta$ is a base for $\mathcal{I}=\mathcal{C}$.

Lemma 4.8. Let $\mathcal{G}$ and $\mathcal{H}$ be $\mathcal{U}^{\star}$-Cauchy filters on $X$. Then $\mathcal{G} * \mathcal{H}=\{G * H: G \in$ $\mathcal{G}, H \in \mathcal{H}\}$ is a $\mathcal{U}^{\star}$-Cauchy filter base on $X$.

Proof. Let $I \in \eta$. Since $\mathcal{G}$ and $\mathcal{H}$ are $\mathcal{U}^{\star}$-Cauchy filters, there are $G \in \mathcal{G}$ and $H \in \mathcal{H}$ such that $G \times G \subseteq I_{L}$ and $H \times H \subseteq I_{L}$. We show that $G * H \times G * H \subseteq I_{L}$. Let $g_{1}, g_{2} \in G$ and $h_{1}, h_{2} \in H$. Then, $\left(g_{1}, g_{2}\right),\left(g_{2}, g_{1}\right),\left(h_{1}, h_{2}\right),\left(h_{2}, h_{1}\right)$ are in $I_{L}$. So $g_{1} \equiv^{I} g_{2}$ and $h_{1} \equiv^{I} h_{2}$. Since $\equiv^{I}$ is congruence, $g_{1} * h_{1} \equiv^{I} g_{2} * h_{2}$, which implies that $\left(g_{1} * h_{1}, g_{2} * h_{2}\right) \in I_{L}^{\star}$.

Theorem 4.9. There is a quasi-uniform space $(\widetilde{X}, \widetilde{\mathcal{U}})$ of minimal $\mathcal{U}^{\star}$-Cauchy filers of quasi-uniform BCC-algebra $(X, \mathcal{U})$ that admits a BCC-algebra structure.

Proof. Let $\widetilde{X}$ be the family of all minimal $\mathcal{U}^{\star}$-Cauchy filters of quasi-uniform BCCalgebra $(X, \mathcal{U})$. Let for each $U \in \mathcal{U}$,

$$
\widetilde{U}=\{(\mathcal{G}, \mathcal{H}) \in \widetilde{X} \times \widetilde{X}: \exists G \in \mathcal{G}, H \in \mathcal{H} \text { s.t } G \times H \subseteq U\}
$$

If $\tilde{\mathcal{U}}=\operatorname{fil}\{\widetilde{U}: U \in \mathcal{U}\}$, then $(\tilde{X}, \tilde{\mathcal{U}})$ is a quasi-uniform space of minimal $\mathcal{U}^{\star}$-Cauchy filters of $(X, \mathcal{U})$. Let $\mathcal{G}, \mathcal{H} \in \widetilde{X}$. Since $\mathcal{G}, \mathcal{H}$ are minimal $\mathcal{U}^{\star}$-Cauchy filters on $X$, then by Lemma $4.8, \mathcal{G} * \mathcal{H}$ is $\mathcal{U}^{\star}$-Cauchy filter base on $X$. We define $\mathcal{G} \tilde{*} \mathcal{H}$ as the minimal $\mathcal{U}^{\star}$-Cauchy filter contained $\mathcal{G} * \mathcal{H}$. By Lemma 2.2, the set $\left\{I_{L}^{*}(G * H): G \in \mathcal{G}, H \in\right.$ $\mathcal{H}, I \in \eta\}$ is a base of $\mathcal{G} \widetilde{\mathcal{H}}$. But by Proposition 4.1 (viii), $I_{L}^{*}(G * H)=I_{L}^{*}(G) * I_{L}^{*}(H)$, so the set $\left\{I_{L}^{*}(G) * I_{L}^{*}(H): G \in \mathcal{G}, H \in \mathcal{H}, I \in \eta\right\}$ is a base of it. Now we will prove that $(\widetilde{X}, \tilde{*})$ is a BCC-algebra. For this, we have to prove that:
(i) $((\mathcal{G} \tilde{*} \mathcal{H}) \tilde{*}(\mathcal{K} \tilde{*} \mathcal{H})) \tilde{*}(\mathcal{G} \tilde{*} \mathcal{K})=\mathcal{I}$
(ii) $I \tilde{*} \mathcal{G}=\mathcal{I}$
(iii) $\mathcal{G} \tilde{*} \mathcal{I}=\mathcal{G}$
(iv) $\mathcal{G} \tilde{*} \mathcal{H}=\mathcal{H} \tilde{*} \mathcal{G}=\mathcal{I} \Rightarrow \mathcal{G}=\mathcal{H}$
where $\mathcal{G}, \mathcal{H}, \mathcal{K} \in \widetilde{X}$, and $\mathcal{I}$ is minimal $\mathcal{U}^{\star}$-Cauchy filter in Lemma 4.7.
(i) Let $\mathcal{G}, \mathcal{H}, \mathcal{K} \in \widetilde{X}$. By Lemma 4.6 , the set $S_{1}$ defined by
$\left\{I_{1 L}^{\star}\left(I_{2 L}^{\star}\left(I_{3 L}^{\star}\left(G_{1} * H_{1}\right) * I_{4 L}^{\star}\left(K_{1} * H_{2}\right)\right) * I_{5 L}^{\star}\left(G_{2} * K_{2}\right)\right): I_{i} \in \eta, G_{i} \in \mathcal{G}, H_{i} \in \mathcal{H}, K_{i} \in \mathcal{K}\right\}$ is the base of minimal $\mathcal{U}^{\star}$-Cauchy filter $((\mathcal{G} \tilde{\mathcal{H}} \mathcal{H}) \tilde{*}(\mathcal{K} \tilde{*} \mathcal{H})) \tilde{*}(\mathcal{G} \tilde{*} \mathcal{K})$ and by Lemma $4.7, \eta$ is the base of minimal $\mathcal{U}^{\star}$-Cauchy filter $\mathcal{I}$. Let $I_{1 L}^{\star}\left(I_{2 L}^{\star}\left(I_{3 L}^{\star}\left(G_{1} * H_{1}\right) * I_{4 L}^{\star}\left(K_{1} * H_{2}\right)\right) *\right.$ $\left.I_{5 L}^{\star}\left(G_{2} * K_{2}\right)\right) \in S_{1}$. Put $I=\bigcap_{j=1}^{4} I_{j L}, G=G_{1} \cap G_{2}, H=H_{1} \cap H_{2}$ and $K=K_{1} \cap K_{2}$. Then

$$
I_{L}^{\star}\left(I_{L}^{\star}\left(I_{L}^{\star}(G * H) * I_{L}^{\star}(K * H)\right) * I_{L}^{\star}\left(G_{*} K\right)\right)
$$

is a subset of

$$
I_{1 L}^{\star}\left(I_{2 L}^{\star}\left(I_{3 L}^{\star}\left(G_{1} * H_{1}\right) * I_{4 L}^{\star}\left(K_{1} * H_{2}\right)\right) * I_{5 L}^{\star}\left(G_{2} * K_{2}\right)\right) \in S_{1} .
$$

Now since $((g * h) *(k * h)) *(g * k)=0$, for each $g \in G, h \in H$ and $k \in K$, it is easy to prove that

$$
I_{L}^{\star}(0) \subseteq I_{L}^{\star}\left(I_{L}^{\star}\left(I_{L}^{\star}(G * H) * I_{L}^{\star}(K * H)\right) * I_{L}^{\star}\left(G_{*} K\right)\right)
$$

Hence $\mathcal{I} \subseteq((\mathcal{G} \tilde{*} \mathcal{H}) \tilde{*}(\mathcal{K} \tilde{*} \mathcal{H})) \tilde{*}(\mathcal{G} \tilde{*} \mathcal{K})$. Minimality $((\mathcal{G} \tilde{*} \mathcal{H}) \tilde{*}(\mathcal{K} \tilde{*} \mathcal{H})) \tilde{*}(\mathcal{G} \tilde{*} \mathcal{K})$ implies that

$$
\mathcal{I}=((\mathcal{G} \tilde{*} \mathcal{H}) \tilde{*}(\mathcal{K} \tilde{*} \mathcal{H})) \tilde{*}(\mathcal{G} \tilde{*} \mathcal{K}) .
$$

(ii) The sets $S_{1}=\left\{I_{L}^{\star}\left(I_{L}^{\star}(0) * G\right): I \in \eta, G \in \mathcal{G}\right\}$ and $\eta=\left\{I_{L}^{\star}(0): I \in \eta\right\}$ are bases of minimal $\mathcal{U}^{\star}$-Cauchy filters $\mathcal{I} \tilde{*} \mathcal{G}$ and $\mathcal{I}$, respectively. But for each $I \in \eta$ and $G \in \mathcal{G}$, by Proposition 4.1 (viii),

$$
I_{L}^{\star}\left(I_{L}^{\star}(0) * G\right)=I_{L}^{\star}\left(I_{L}^{\star}(0)\right) * I_{L}^{\star}(G)=I_{L}^{\star}(0) * I_{L}^{\star}(G)=I_{L}^{\star}(0 * G)=I_{L}^{\star}(0)
$$

So $S_{1}=\eta$ and $\mathcal{I}=\mathcal{I} \tilde{*} \mathcal{G}$.
(iii) The sets $\left\{I_{L}^{\star}\left(G * I_{L}^{\star}(0)\right): G \in \mathcal{G}, I \in \eta\right\}$ and $\left\{I_{L}^{\star}(G): G \in \mathcal{G}\right\}$ are the bases of $\mathcal{G} \tilde{*} \mathcal{I}$ and $\mathcal{G}$. For each $I \in \eta$ and $G \in \mathcal{G}$, by Proposition 4.1 (viii),

$$
I_{L}^{\star}\left(G * I_{L}^{\star}(0)\right)=I_{L}^{\star}(G) * I_{L}^{\star}\left(I_{L}^{\star}(0)\right)=I_{L}^{\star}(G) * I_{L}^{\star}(0)=I_{L}^{\star}(G * 0)=I_{L}^{\star}(G)
$$

So $S_{1}=S_{2}$ and hence $\mathcal{G}=\mathcal{G} \tilde{*} \mathcal{I}$.
(iv) The sets $S_{1}=\left\{I_{L}^{\star}(G): I \in \eta, G \in \mathcal{G}\right\}, S_{2}=\left\{I_{L}^{\star}(H): I \in \eta, H \in \mathcal{H}\right\}$, $S_{3}=\left\{I_{L}^{\star}(G * H): I \in \eta, G \in \mathcal{G}, H \in \mathcal{H}\right\}, S_{4}=\left\{I_{L}^{\star}(H * G): I \in \eta, G \in \mathcal{G}, H \in \mathcal{H}\right\}$ and $\eta=\left\{I_{L}^{\star}(0): I \in \eta\right\}$ are the bases of $\mathcal{G}, \mathcal{H}, \mathcal{G} \tilde{*} \mathcal{H}, \mathcal{H} \widetilde{*} \mathcal{G}$ and $\mathcal{I}$ respectively. Let $I_{L}^{\star}\left(G^{\prime}\right) \in S_{1}$. Since $\mathcal{G} \tilde{*} \mathcal{H}=\mathcal{H} \tilde{*} \mathcal{G}=\mathcal{I}, J_{L}^{\star}\left(G_{0} * H_{0}\right)=K_{L}^{\star}\left(H_{1} * G_{1}\right)=I_{L}^{\star}(0)=I$ for some $J, K \in \eta$. Let $G=G^{\prime} \cap G_{0} \cap G_{1}$ and $H=H_{0} \cap H_{1}$. Now for each $g \in G$ and $h \in H$,

$$
g * h \in J_{L}^{\star}(g) * J_{L}^{\star}(h)=J_{L}^{\star}(g * h) \subseteq J_{L}^{\star}(G * H) \subseteq J_{L}^{\star}\left(G_{0} * H_{0}\right)=I .
$$

Hence $g * h \in I$. With the similar argument we have $h * g \in I$. So $I_{L}^{\star}(g)=I_{L}^{\star}(h)$. Therefore, $I_{L}^{\star}(H)=I_{L}^{\star}(G) \subseteq I_{L}^{\star}\left(G^{\prime}\right)$. Hence $I_{L}^{\star}\left(G^{\prime}\right) \in \mathcal{H}$. So $\mathcal{G} \subseteq \mathcal{H}$. By minimality, $\mathcal{H}=\mathcal{G}$.

Theorem 4.10. If quasi-uniform BCC-algebra $(X, \mathcal{U})$ is a $T_{0}$, Then
(i) $(\widetilde{X}, \widetilde{\mathcal{U}})$ is the bicompletion of $(X, \mathcal{U})$.
(ii) $X$ is a sub $B C C$-algebra of $\widetilde{X}$.
(iii) $\left(\widetilde{X}, T\left(\widetilde{\mathcal{U}^{\star}}\right)\right)$ is a topological BCC-algebra.

Proof. (i) By Lemma 2.2 and Lemma $2.3,(\tilde{X}, \tilde{\mathcal{U}})$ is the unique $T_{0}$ bicompletion quasi-uniform of $(X, \mathcal{U})$ and the mapping $i: X \rightarrow \widetilde{X}$ defined by

$$
i(x)=\left\{W \subseteq X: W \text { is a } T\left(\widetilde{\mathcal{U}^{\star}}\right)-\text { neighborhood of } x\right\}
$$

is a quasi-uniform embedded and $c l_{T\left(\widetilde{\left.\mathcal{U}^{\star}\right)}\right.} i(X)=\widetilde{X}$.
(ii) Let $x, y \in X$. We shall prove that $i(x) \tilde{*} i(y)=i(x * y)$. By Lemma 2.3, the set

$$
S=\left\{I_{L}^{\star}\left(W_{x} * W_{y}\right): I \in \eta, W_{x} W_{y} \text { are } T\left(\widetilde{\mathcal{U}^{\star}}\right)-\text { neighborhoods } x, y\right\}
$$

is base for $i(x) \tilde{*} i(y)$. Since $I_{L}^{\star}(x * y) \subseteq I_{L}^{\star}\left(W_{x} \tilde{*} W_{y}\right)$ and $I_{L}^{\star}(x * y) \in i(x * y)$, we deduced that filter $i(x) \tilde{*} i(y)$ is contained in the filter $i(x * y)$. Since they are minimal $\mathcal{U}^{\star}$-Cauchy filters, $i(x) \tilde{*} i(y)=i(x * y)$. Hence $X$ is a sub-BCC-algebra of $\widetilde{X}$.
(iii) By Lemma 2.3, $(\widetilde{\mathcal{U}})^{\star}=\widetilde{\mathcal{U}^{\star}}$. Hence

$$
T\left(\widetilde{\mathcal{U}^{\star}}\right)=\left\{S \subseteq \widetilde{X}: \forall \mathcal{G} \in S \exists I \in \eta \text { s.t } \widetilde{I_{L}^{\star}}(\mathcal{G}) \subseteq S\right\}
$$

We prove that $\left(\widetilde{X}, T\left(\widetilde{\mathcal{U}^{\star}}\right)\right)$ is a topological BCC-algebra. Let $\mathcal{G} \tilde{*} \mathcal{H} \in \widetilde{I_{L}^{\star}}(\mathcal{G} \tilde{*} \mathcal{H})$. We show that $\widetilde{I_{L}^{\star}}(\mathcal{G}) \widetilde{\nrightarrow I_{L}^{\star}}(\mathcal{H}) \subseteq \widetilde{I_{L}^{\star}}(\mathcal{G} \tilde{\mathcal{H}})$. Let $\mathcal{G}_{1} \in \widetilde{I_{L}^{\star}}(\mathcal{G})$ and $\mathcal{H}_{1} \in \widetilde{I_{L}^{\star}}(\mathcal{H})$. Then, there are $G \in \mathcal{G}, G_{1} \in \mathcal{G}_{1}, H \in \mathcal{H}$ and $H_{1} \in \mathcal{H}_{1}$ such that $G \times G_{1} \subseteq I_{L}^{\star}$ and $H \times H_{1} \subseteq I_{L}^{\star}$. By Lemma 2.3, $I_{L}^{\star}(G * H) \in \mathcal{G} \tilde{*} \mathcal{H}$ and $I_{L}^{\star}\left(G_{1} * H_{1}\right) \in \mathcal{G}_{1} \tilde{*} \mathcal{H}_{1}$. We have to prove that $\mathcal{G}_{1} \tilde{*} \mathcal{H}_{1} \in \widetilde{I_{L}^{\star}}(\mathcal{G} \tilde{*} \mathcal{H})$. For this, it is enough to show that $I_{L}^{\star}(G * H) \times I_{L}^{\star}\left(G_{1} * H_{1}\right) \subseteq I_{L}^{\star}$. Let $y \in I_{L}^{\star}(G * H)$ and $y_{1} \in I_{L}^{\star}\left(G_{1} * H_{1}\right)$. Then, $y \equiv^{I} g * h$ and $y_{1} \equiv^{I} g_{1} * h_{1}$ for some $g \in G, g_{1} \in G_{1}, h \in H, h_{1} \in H_{1}$. Since $\left(g, g_{1}\right),\left(h, h_{1}\right)$ are in $I_{L}^{\star}$, we get $g * h \equiv^{I} g_{1} * h_{1}$. Hence $\left(y, y_{1}\right) \in I_{L}^{\star}$.

## 5. Conclusion

In this paper on a BCC-algebra of $X$ we introduced the quasi-uniformity $\mathcal{U}$ induced by a family $\eta$ of BCC-ideals of $X$. We studied some properties of topological space $(X, T(\mathcal{U}))$. Next researches can study the following assertions:
(1) separation axioms on $(X, T(\mathcal{U}))$ and $\left(X, T\left(\mathcal{U}^{*}\right)\right)$,
(2) quasi-uniform continuouty of the operation of $X$ in quasi-uniform space $(X, \mathcal{U})$,
(3) quasi-uniform continuous homomorphisms on $(X, \mathcal{U})$,
(4) quasi-uniform quotient BCC-algebras.
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# New approach to the calculation of fractal dimension of the lungs 

K. Lamrini Uahabi and M. Atounti


#### Abstract

In the present work, using a new approach, we will calculate the fractal dimension of the lungs, through a precise technique of mathematical simulation. Note that the main objective of this study is to contribute to further confirm the idea of the fractal structure of the lungs; structure permitted by the phenomenon of self-similarity.
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## 1. Introduction

The lungs are essential organs of respiration. Located in the rib cage, they provide the necessary gas exchange between air and blood. Man has two lungs, a right lung comprises three lobes and the left lung has two lobes and a location on its inner face which corresponds to the place of the heart. The lungs are enveloped by the pleura, thin membrane which prevents the friction against the chest wall. The pleura is constituted by two sheets separated from one another by a small amount of serous fluid that allows the lungs to move during breathing. Below the lungs, there is the diaphragm, which separates the rib cage and the abdomen which is a very important muscle in breathing.

The air that reaches the lungs passes through the pharynx, larynx and trachea extending into the lungs by two bronchi, one right and one left, which in turn are divided into bronchi increasingly small, like branches of a tree.

The smallest bronchi, namely the bronchioles lead to tiny bags that are filled with air, the pulmonary alveoli. The lungs of an adult are provided with an average of 600 millions alveoli, which represent a gas exchange surface of about $140 \mathrm{~m}^{2}$ [12].

Breathing helps both to bring the blood oxygen which live cells and ridding the blood of carbon dioxide contained therein.

On the inspiration (see Figure 1), the diaphragm contracts and descends, the chest expands, the outside air, full of oxygen enters the lungs and fills the cells (flow). It is through tiny vessels that form the capillary network that will make exchanges between alveoli and blood: the oxygen of the air contained in the alveoli passes into the blood to reach the red blood cells and heart which sends it throughout the body.

Upon expiration, the diaphragm rises, thorax decreases in volume and air, charged with carbon dioxide is expelled to the trachea (ebb). In fact, the carbon dioxide of


Figure 1. Variations in lung volume during inspiration-expiration.
blood takes the opposite route passing from the blood to the alveoli and thence to the outside air.

A particularity in the lungs; the oxygen-rich blood sent from the heart to all the tissues of the body passes through the arteries (the red blood), and the blood responsible for carbon dioxide returns to the heart through the veins (the blue blood). In the lungs it is the opposite: the carbon dioxide-rich blood goes from the heart to the lungs through the pulmonary artery, the oxygen-rich blood from the lungs goes to the heart through the pulmonary vein.

Lung actually allows gas exchange by the combination of several factors such as tissue elasticity, fluid mechanics, the diffusion through the membranes, etc. The complexity of these phenomena entails the coordination of sometimes contradictory effects in appearance [14]. We don't necessarily know all the experimentally measured quantities desired, and we cannot repeat the experiments to infinity to refute or confirm certain assumptions. Hence it would be very wise to model [5]. It is therefore obvious that mathematical modeling of these phenomena would be very useful for an accurate approach. This is exactly the great interest of fractal geometry. Indeed, the Euclidean geometry is powerless in solving such problems; it is applicable only in the case of smooth and regular shapes. Thus, a point has a dimension equal to zero, a line has a dimension one, a plane has a dimension two and a volume has a dimension equal to three. In contrast, fractal geometry, meanwhile, deals with non-integer dimensions [1], [19], for example ranging between one and two and between two and three, etc. The fractal dimension is actually the size of irregular curves [7], [8]. And it is this specificity that opens huge horizons in vast areas and in the medical field in particular.

What means the word "fractal"? The fractals are mathematical objects sufficiently broken and irregular. Another property of the term "fractal" is self-similarity: the fractal objects have the same information at different scales, i.e. similar and identical reproductions at scales smaller and smaller.

The main tool in the study of fractals is the notion of fractal dimension, in its many forms. Given the diversity and complexity of these fractals, there are several definitions of fractal dimensions and which do not always coincide. Among others, the Hausdorff dimension, the box dimension and the dimension of self-similar sets. They
are used mainly to measure "the degree of irregularity" or "filling rate" for example, in the plane of a fractal curve. It will stick in the present paper to the self-similarity dimension.

The pulmonary anatomy has a branching tree structure. This tree, shown in Figure 2, has a self-similar phenomenon in large structures like small. The small sizes of trees are similar to those of the larger size. Therefore, the lung has a fractal structure, allowing optimization (compromise) and thus a mathematical modeling of the lungs and the respiratory function [15], through fractal analysis [11].


Figure 2. The fractal appearance of the bronchial ramifications.

The objective of this work is to determine a modeling technique in order to estimate the fractal dimension of the human lungs. So, after a brief overview on the pulmonary anatomy and respiratory physiology in the first section, we will attempt in Section 2 to show and highlight the fractal structure of the lungs. Thereafter and in Section 3 we will, by a new approach, calculate the fractal dimension of the lungs using a modeling technique based on one of the variants of the Von Koch curve. We will close this paper with the conclusions and discussions.

## 2. Fractal dimension and fractal structure of lungs

2.1. Fractal dimension. To evaluate the fractal dimension, several methods are proposed in the literature. We will use in this work the self-similarity dimension. This method applies to fractal curves and figures with the property of self-similarity, such that the various component parts are constructed by successive iterations with a same reduction factor $q$. According to Sapoval [18], the self-similarity dimension corresponds to the logarithm of the number of pieces needed to cover the object, relative to the logarithm of the report of enlargement by aligning the pieces with the initial object.

More generally, according to Gouyet [4] and Falconer [2], this fractal dimension $D_{F}$ is given by the following relation:

$$
\begin{equation*}
D_{F}=-\frac{\log N}{\log q} \tag{1}
\end{equation*}
$$

where $N$ is the decomposition factor and $q$ is the single reduction factor from one stage to another (which can be also written as $D_{A}=\frac{\log N}{\log \frac{1}{q}}$, where $1 / q$ is the report of enlargement).

Note that the position of the elements in the set is not involved. Only count their numbers and their relative sizes. Different shapes may have the same dimension.
2.2. Fractal structure of lungs. The role of the bronchial tree is driving the ambient air, rich in oxygen and low in carbon dioxide, to the exchange surface with the blood within the acini. Figure 3 shows the molding of a human lung (according to Weibel [22]). In yellow, there are the airways, in red, the pulmonary veins and in blue, pulmonary arteries. The complexity of the structure is striking. One can observe the tree geometry of the lung, and specifically, that this tree is almost dichotomous. This observation allows us to consider it as a succession of generations, see Figure 4 (according to Weibel [22]). The first generation is the largest branch, the trachea. It has a diameter of about two centimeters. The latter is located at the bottom of the acinus, at the twenty-third generation; it has a diameter on the order of half a millimeter. The number of branches of this tree is roughly $2^{24}$, i.e. more than sixteen millions. The bronchi and bronchioles, until the $17 t h$ generation


Figure 3. Molding of human lung.
of the tree, are structures whose the only role is to ensure the air conduction to the latest generations. Rather asymmetrical at first, especially because of the presence of the heart on the left, dichotomous bifurcations become quickly practically homothetic from one generation to the next [21].

The lower ducts, from the seventeenth generation, correspond to the breathing zone of lung, where gas exchange with blood held. Over there, we find neither cartilage nor smooth muscle. They are grouped into acini in number approximately 30000 by lung, dichotomous sub-trees, to six generations which the alveolar bags cling. These


Figure 4. The different functional zones of lung airways.
bags are like clusters of alveoli and form the last generation of the lung. In fact, the channel diameter is constant in this region [21].

In the human adult, the gas exchange surface is of 140 square meters, which is the equivalent of half a tennis court. The area occupied by the lungs is small compared to the surface which allows gas exchange. The bronchial tree; which is a fractal structure, allows to increase the gas exchange area in a very significant way. Although the surface of the lungs involved in gas exchange is not infinite, it is considered the lungs and their self-similarity as a natural example of fractal. It enables major gas exchange on a yet reduced lung volume. This impressive gain of surface and space is proof of the interest of a fractal organization adopted by nature. The major advantage of these mathematical structures is that they allow a computer modeling of the lungs, and therefore a real quantification of the exchange zone [14].

## 3. Numerical simulation and results

3.1. Modeling technique. Lung bronchi are hollow tubes that branch like the branches of a tree, to distribute air evenly to both lungs. The trachea which leads air to the lungs falls within the thorax to be divided into two main bronchi, one for each lung. By phenomenon of self-similarity, bronchi then divide about 23 times (see Figure 4) to get the air to the alveoli [13]. The lung is a real fractal structure. We can mathematically model this fractal structure of the lung, using one of the variants of the Von Koch curve [2], [10]. The construction of this curve is based on the basic principle illustrated in Figure 5. Let $[A B]$ be a line segment of unit length. The transformation consists in removing the segment $[C D]$ and replacing it by the other tow sides of the isosceles triangle based on the removed segment (see Figure $5)$. Obtaining the points $C, E, D$ from the points $A$ and $B$ is based on the following


Figure 5. Principal and technique of modeling.
formulas:

$$
\begin{equation*}
A C=\frac{5}{11} A B \quad \text { and } \quad A D=\frac{6}{5} A C \tag{2}
\end{equation*}
$$

such that $A C=C E=E D=D B$ and that $(C D, C E)=\alpha$.
Express the two equalities of equation (2) in cartesian coordinates :

$$
\begin{aligned}
& x_{C}=\frac{5}{11}\left(x_{B}-x_{A}\right)+x_{A} \quad \text { and } y_{C}=\frac{5}{11}\left(y_{B}-y_{A}\right)+y_{A} \\
& x_{D}=\frac{6}{5}\left(x_{C}-x_{A}\right)+x_{A} \quad \text { and } \quad y_{D}=\frac{6}{5}\left(y_{C}-y_{A}\right)+y_{A}
\end{aligned}
$$

Now, to be able to trace this fractal curve, we need to determine the coordinates of the point $E$. For this, we express $C E$ in terms of $C D$. In fact, we have

$$
C D=A D-A C=\frac{1}{5} A C
$$

However, in length $A C=C E$, which allows to assert that $C E=5 C D$. It follows that $C E$ is the image of $5 C D$ by rotation $\Re(C, \alpha)$. Therefore, the coordinates of point $E$ are:

$$
\begin{aligned}
& x_{E}=5\left[\left(x_{D}-x_{C}\right) \cos (\alpha)-\left(y_{D}-y_{C}\right) \sin (\alpha)\right]+x_{C} \\
& y_{E}=5\left[\left(x_{D}-x_{C}\right) \sin (\alpha)+\left(y_{D}-y_{C}\right) \cos (\alpha)\right]+y_{C} .
\end{aligned}
$$

In the other hand, it is possible to give an approximate value of $\alpha$.
Indeed $C D=\frac{1}{11}$ then $\frac{1}{2} C D=\frac{1}{22}$. So, we can apply trigonometric formula to get:

$$
\cos (\alpha)=\frac{1}{2} \frac{C D}{C E}=\frac{1}{10}
$$

Then, an approximate value in radians of $\alpha$ is $\alpha \approx 1,47 \mathrm{rad}$.
Thus, it is possible to carry out the iterations of this fractal representing the structure of the lung (see Figure 6).


Figure 6. Modeling curve: construction steps.
The fourth iteration corresponds to the function of the air sacs composed of lung alveoli for gas exchange.
3.2. Results. The main artery divides into two and then the following arteries divide into two as well. This process is repeated 23 times. In the end, we get about $2^{23}$ separations of arteries, i.e. 8388608 arterioles, namely the equivalent of sixteen millions of branches.

Alveoli have a diameter $L_{a l}=0.2 \mathrm{~mm}$. For the calculations, we use a cube of side $I=L_{a l}$ to represent alveoli. On this cube, five faces will be allocated to the exchange surface while the last face cannot be used because it is necessary that the air enters the alveoli. Thus, we can estimate an exchange surface $S_{a l}$ by alveoli as

$$
\begin{equation*}
S_{a l}=5 \times(0.2)^{2}=2 \times 10^{-3} \mathrm{~cm}^{2} . \tag{3}
\end{equation*}
$$

From an anatomical point of view, there are $2^{16}$ acini in lungs, i.e. 65536 acini. Knowing too that the total exchange surface of the lungs is about $140 \mathrm{~m}^{2}$ [12]. Then, the exchange surface $S_{a c}$ for each acini can be calculated as

$$
\begin{equation*}
S_{a c}=\frac{140 \times 10^{4}}{65536}=21,36 \mathrm{~cm}^{2} \tag{4}
\end{equation*}
$$

On the other hand, the pulmonary volume of a man is about 5 liters. It follows that the volume of each acini is

$$
\begin{equation*}
V_{a c}=\frac{5 \times 10^{3}}{65536}=0,076 \mathrm{~cm}^{3} . \tag{5}
\end{equation*}
$$

Hence, from equation (5), the size $L_{a c}$ of each acini is approximately equal to:

$$
\begin{equation*}
L_{a c}=\sqrt[3]{0,076}=4,23 \mathrm{~mm} \tag{6}
\end{equation*}
$$

To calculate the fractal dimension $D_{F}$ of the lungs, we proceed as follows:
For each acini, stacking the alveoli on a fractal of dimension $D_{F}$, to get a total exchange surface $S_{a c}$. So, the number $N$ of small cubes stacked on each acini is given by the relation

$$
\begin{equation*}
N=\frac{S_{a c}}{S_{a l}} \tag{7}
\end{equation*}
$$

Replacing the values obtained from equations (3) and (4) in equation (7), we deduce that

$$
\begin{equation*}
N=10680 \tag{8}
\end{equation*}
$$

On the other side, from equation (6), the reduction factor $q$ is expressed as

$$
\begin{equation*}
q=\frac{L_{a l}}{L_{a c}}=\frac{0,2}{4,23} \tag{9}
\end{equation*}
$$

Then, the factor $q$ is approximately equal to 0,04 . The fractal dimension $D_{F}$ is expressed as

$$
D_{F}=-\frac{\log N}{\log q}
$$

Consequently, the value of $D_{F}$ can be calculated as follows:

$$
\begin{equation*}
D_{F}=-\frac{\log (10680)}{\log (0,04)} \tag{10}
\end{equation*}
$$

The fractal dimension of the lungs is therefore

$$
\begin{equation*}
D_{F}=2,88 \tag{11}
\end{equation*}
$$

## 4. Conclusions and discussions

According to the calculations and mathematical simulation used in this work, we arrive at a value of the fractal dimension of lungs of 2.88 . This value is indeed a non-integer dimension (non-Euclidean) and therefore confirms the fractal structure of the lungs. The literature cited others values of fractal dimension of lungs, different from ours, but always non-integer.

In [16], Nelson and Manchester found that the fractal dimension $D_{F}$ of the lungs varies between 2.64 and 2.76 , this using the airway lengths as the measuring stick. As for Nelson, West and Goldenberg [17], from experimental data, leaded to values slightly lower. Indeed, they found $D_{F}=2.4$, based on power scaling of the airways' length and $D_{F}=2.26$ when the basis was the airways'diameter. Afterwards, Weibel [20] achieved a value $D_{F}=2.35$, based on scaling of the average airways'diameter.

This heterogeneity of the results is directly related to the different experimental methods used and the choice of mathematical modeling type. But nevertheless, all these values share non-Euclidean property and confirm all "fractality" of the pulmonary system. Note that this fractal property of the lungs occurs very early, even when the formation of the lungs during the fetal stage. This fractal structure gives the lungs very advantageous properties, all working for a fundamental objective: an area of maximum gas exchange in a very small volume.

If have used the geometry of a sphere (Euclidean geometry), for example, to increase the surface, it would increase the radius. However, the lungs are in a closed and limited environment (rib cage). Counting the gas exchange surface of a human, there are approximately 140 square meters. Note that for the case of a sphere, the radius of the lung should measure a gigantic value of 3.3 meters !
The surface of lungs is tiny relative to the gas exchange surface as possible. Consequently, fractals allow living beings and for man in particular to have a very efficient respiratory system, while having a realistic volume.
It would be ideal and very wise to find a unified value of fractal dimension of lungs, which would do a "biological constant." Such an outcome would be very useful in the medical field and especially in the pulmonary diseases include among others asthma, emphysema, respiratory failure, amputation of lung lobes (case of cancers), ... Moreover, such a value would have a major impact in the sporting field, including monitoring and evaluation of performance of athletes high levels.
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#### Abstract

This article is devoted to the solvability of Robin boundary problem involving the $p(x)$-biharmonic operator with two parameters. Using as main tool a result due to Ricceri, we obtain the existence of at least three nontrivial solutions.
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## 1. Introduction

In recent years, various mathematical problems with variable exponent growth condition have been received considerable attention (see [5, 10, 16]). The interest in studying such problems arise from nonlinear elasticity theory, electrorheological fluids (cf. [19, 22]) and image processing (cf. [4]). We point out that, this kind of problems have been the subject of a large literature and many results have been obtained. We can cite, among others, the articles [1, 2, 3, 9, 13, 17, 21] and references therein for details.

Here, we are concerned with the following fourth-order quasilinear elliptic equation with Robin boundary conditions

$$
\begin{gather*}
\Delta_{p(x)}^{2} u=\lambda f(x, u)+\mu g(x, u), \quad \text { in } \Omega \\
|\Delta u|^{p(x)-2} \frac{\partial u}{\partial \nu}+m(x)|u|^{p(x)-2} u=0, \quad \text { on } \partial \Omega \tag{1}
\end{gather*}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded domain with smooth boundary $\partial \Omega, \frac{\partial u}{\partial \nu}$ is the outer unit normal derivative on $\partial \Omega, p \in C(\bar{\Omega})$ with $p(x)>1$ for all $x \in \bar{\Omega}, \Delta_{p(x)}^{2} u=$ $\Delta\left(|\Delta u|^{p(x)-2} \Delta u\right)$ is the $p(x)$-biharmonic operator of fourth order, $f, g: \Omega \times \mathbb{R} \rightarrow$ $\mathbb{R}$ are Carathéodory functions, $\lambda, \mu>0$ are real numbers and $m \in L^{\infty}(\Omega)$ with essinf $f_{x \in \Omega} m(x)=m_{0}>0$.

Precise that elliptic equations involving the $p(x)$-biharmonic equations are not trivial generalizations of similar problems studied in the constant case since the $p(x)$ biharmonic operator is not homogeneous and, thus, some techniques which can be applied in the case of the $p$-biharmonic operators will fail in that new situation, such as the Lagrange Multiplier Theorem.

To our best of knowledge, there seems few results about multiple solutions to $p(x)$ biharmonic equation. Although a natural extension of the theory, the problem addressed here is a natural continuation of recent papers. In [15], for the $p(x)$-laplacian Neumann problem, authors have obtained at least three weak solutions, which generalizes the corresponding result of [12]. In [6], the authors show the existence of at least three solutions to a Navier boundary problem involving the $p(x)$-biharmonic operator.

Motivated by the above papers and the ideas introduced in [15], the purpose of this work is to extend the results of [15] to the case of $p(x)$-biharmonic equation with Robin boundary condition. Our technical approach is an adaptation of variational method. More precisely, we assume $f(x, u)$ and $g(x, u)$ satisfies the following conditions: ( $\mathbf{f}_{1}$ )

$$
|f(x, s)| \leq a_{1}+a_{2}|s|^{\alpha(x)-1}, \quad \forall(x, s) \in \Omega \times \mathbb{R}
$$

$\left(\mathrm{g}_{1}\right)$

$$
|g(x, s)| \leq b_{1}+b_{2}|s|^{\beta(x)-1}, \quad \forall(x, s) \in \Omega \times \mathbb{R}
$$

for some $\alpha, \beta \in C_{+}(\bar{\Omega})$ with $\alpha^{+}<p^{-}$and $a_{i}, b_{i}(i=1,2)$ are positive constants, where

$$
C_{+}(\bar{\Omega}):=\{p \in C(\bar{\Omega}): \quad p(x)>1, \forall x \in \bar{\Omega}\}
$$

and

$$
h^{-}=\min _{x \in \bar{\Omega}} h(x), \quad h^{+}=\max _{x \in \bar{\Omega}} p(x) \text { for any } \in C_{+}(\bar{\Omega}) .
$$

$\left(\mathbf{f}_{2}\right)$

$$
\begin{aligned}
& |f(x, s)|<0, \quad \text { for } s \in\left(0, s_{0}\right) \\
& |f(x, s)|>M>0, \quad \text { for } s \in\left(s_{0},+\infty\right)
\end{aligned}
$$

where $M$ and $s_{0}$ are positive constants.
Using the three critical points theorem of Ricceri [18] which is a powerful tool to study boundary problem of differential equation (see, for example, $[3,14]$ ), we prove that problem 1 has at least three weak solutions for $\lambda$ sufficiently large and requiring $\mu$ small enough.

The paper consists of three sections. In the the second section, we list some well known definitions, basic properties, recall some background facts concerning generalized Lebesgue-Sobolev spaces and introduce some notations used below. In third section, we recall Ricceri's three critical points theorem at first, then prove our main result.

## 2. Preliminaries and main result

For completeness, we introduce some theories of Lebesgue-Sobolev space with variable exponent. The detailed description can be found in, for example, $[7,8,11,20,21]$.

For any $p \in C_{+}(\bar{\Omega})$, as in the constant exponent case, define the generalized Lebesgue space by

$$
L^{p(x)}(\Omega):=\left\{u: \Omega \rightarrow \mathbb{R} \text { measurable and } \int_{\Omega}|u(x)|^{p(x)} d x<\infty\right\}
$$

Equipped with the so called Luxemburg norm

$$
|u|_{p(x)}=\inf \left\{\nu>0: \int_{\Omega}\left|\frac{u(x)}{\nu}\right|^{p(x)} d x \leq 1\right\}
$$

the space $\left(L^{p(x)}(\Omega),|\cdot|_{p(x)}\right)$ becomes a separable and reflexive Banach space.
For any positive integer $k$, the generalized Sobolev space $W^{k, p(x)}(\Omega)$ is defined as

$$
W^{k, p(x)}(\Omega)=\left\{u \in L^{p(x)}(\Omega): D^{\alpha} u \in L^{p(x)}(\Omega),|\alpha| \leq k\right\}
$$

Endowed with the norm

$$
\|u\|_{k, p(x)}=\sum_{|\alpha| \leq k}\left|D^{\alpha} u\right|_{p(x)}
$$

$W^{k, p(x)}(\Omega)$ is also a separable and reflexive Banach space.
For any $x \in \bar{\Omega}$ and $k \geq 1$,

$$
p_{k}^{*}(x)= \begin{cases}\frac{N p(x)}{N-k p(x)} & \text { if } k p(x)<N \\ \infty & \text { if } k p(x) \geq N\end{cases}
$$

denote the critical exponent. Obviously, $p(x)<p_{k}^{*}(x)$ for all $x \in \bar{\Omega}$
Proposition 2.1. [7] For $p, r \in C_{+}(\bar{\Omega})$ such that $r(x) \leq p_{k}^{*}(x)$ for all $\left.x \in \bar{\Omega}\right)$, there is a continuous and compact embedding $W^{k, p(x)}(\bar{\Omega})$ ) into $L^{r(x)}(\bar{\Omega})$ ).

Define

$$
\|u\|_{m}=\inf \left\{\nu>0: \rho\left(\frac{u}{\nu}\right) \leq 1\right\} \quad \text { for } u \in X
$$

with

$$
\rho_{m}(u)=\int_{\Omega}|\Delta u|^{p(x)} d x+\int_{\partial \Omega} m(x)|u|^{p(x)} d \sigma, \quad \text { for } u \in X,
$$

where $d \sigma$ is the measure on the boundary $\partial \Omega$. In view of $m_{0}>0$, it is easy to see that $\|\cdot\|_{m}$ which will be used, is a norm equivalent to the norm $\|\cdot\|_{2, p(x)}$. Moreover, similar to [7, Theorem 3.1], we have
Proposition 2.2. The following statements hold true:
(1) $\rho_{m}\left(u /|u|_{p(x)}\right)=1$.
(2) $\|u\|_{m}<1(=1,>1) \Longleftrightarrow \rho_{m}(u)<1(=1>1)$.
(3) $\|u\|_{m}<1 \Longrightarrow\|u\|_{m}^{p^{+}} \leq \rho_{m}(u) \leq\|u\|_{m}^{p^{-}}$.
(4) $\|u\|_{m}>1 \Longrightarrow\|u\|_{m}^{p^{-}} \leq \rho_{m}(u) \leq\|u\|_{m}^{p^{+}}$.

Here, problem (1) is stated in the framework of the generalized Sobolev space $X:=W^{2, p(x)}(\Omega)$. A function $u \in X$ is said to be a weak solution of problem (1) if $\int_{\Omega}|\Delta u|^{p(x)-2} \Delta u \Delta v d x+\int_{\partial \Omega} m(x)|u|^{p(x)-2} u v d \sigma=\lambda \int_{\Omega} f(x, u) v d x+\mu \int_{\Omega} g(x, u) v d x$, for all $v \in X$.

Now, we can state our main result as follows.
Theorem 2.3. If $\left(\mathbf{f}_{\mathbf{1}}\right)$, ( $\mathbf{f}_{\mathbf{2}}$ ) hold and $\frac{N}{2}<p^{-}$. Then, there exist an open interval $\Lambda \subseteq(0,+\infty)$ and a positive real number $\rho>0$ such that each $\lambda \in \Lambda$ and every function $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ which satisfying $\left(\mathbf{g}_{1}\right)$, there exists $\delta>0$ such that for each $\mu \in[0, \delta]$ problem (1) has at least three solutions whose norms are less than $\rho$.

## 3. Proof of main result

Throughout the sequel, the letters $a_{i}, i=1,2, \ldots$, denote positive constants which may vary from line to line but are independent of the terms which will take part in any limit process.

To prove the existence of at least three weak solutions for each of the given problem (1), we will use the revised form of Ricceri's three critical points theorem stated as follows.

Theorem 3.1. [18] Let $X$ be a reflexive real Banach space. $\Phi: X \rightarrow \mathbb{R}$ is a continuously Gâteaux differentiable and sequentially weakly lower semicontinuous functional whose Gâteaux derivative admits a continuous inverse on $X^{\prime}$ and $\Phi$ is bounded on each bounded subset of $X ; \Psi: X \rightarrow \mathbb{R}$ is a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact; $I \subseteq \mathbb{R}$ an interval. Assume that
(i) $\lim _{\|x\| \rightarrow+\infty}(\Phi(x)+\lambda \Psi(x))=+\infty$, for all $\lambda>0$,
(ii) there exist $r \in \mathbb{R}$ and $u_{0}, u_{1} \in X$ such that $\Phi\left(u_{0}\right)<r<\Phi\left(u_{1}\right)$,
(iii) $\inf _{u \in \Phi^{-1}((-\infty, r])} \Psi(u)>\frac{\left.\left.\left(\Phi\left(u_{1}\right)-r\right)\right) \Psi\left(u_{0}\right)+\left(r-\Phi\left(u_{0}\right)\right)\right) \Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)-\Phi\left(u_{0}\right)}$.

Then, there exists an open interval $\Lambda \subseteq(0, \infty)$ and a positive real number $\rho$ with the following property: for every $\lambda \in \Lambda$ and every $C^{1}$ functional $J: X \mapsto \mathbb{R}$ with compact derivative, there exists $\delta>0$ such that, for each $\mu \in[0, \delta]$ the equation

$$
\Phi^{\prime}(x)+\lambda \Psi^{\prime}(x)+\mu J^{\prime}(x)=0
$$

has at least three solutions in $X$ whose norms are less than $\rho$.
Let $H: X \rightarrow \mathbb{R}$ be the energy functional corresponding to problem (1) defined by

$$
\begin{equation*}
H(u)=\Phi(u)+\lambda \Psi(u)+\mu J(u) \tag{2}
\end{equation*}
$$

where

$$
\begin{gather*}
\Phi(u)=\int_{\Omega} \frac{1}{p(x)}|\Delta u|^{p(x)} d x+\int_{\partial \Omega} \frac{m(x)}{p(x)}|u|^{p(x)} d \sigma  \tag{3}\\
\Psi(u)=-\int_{\Omega} F(x, u) d x  \tag{4}\\
J(u)=-\int_{\Omega} G(x, u) d x \tag{5}
\end{gather*}
$$

where $F(x, u)=\int_{0}^{u} f(x, s) d s$ and $G(x, u)=\int_{0}^{u} g(x, s) d s$.
It is well known that $\Phi, \Psi, J \in C^{1}(X, R)$ with the derivatives given by

$$
\begin{aligned}
\left\langle\Phi^{\prime}(u), v\right\rangle & =\int_{\Omega}|\Delta u|^{p(x)-2} \Delta u \Delta v d x+\int_{\partial \Omega} m(x)|u|^{p(x)-2} u v d x \\
\left\langle\Psi^{\prime}(u), v\right\rangle & =-\int_{\Omega} f(x, u) v d x \\
\left\langle J^{\prime}(u), v\right\rangle & =-\int_{\Omega} g(x, u) v d x
\end{aligned}
$$

for any $u, v \in X$.
Arguments similar to those used in the proof of [1, Proposition 4.2], we have the following

Proposition 3.2. $\Phi^{\prime}: X \rightarrow X^{\prime}$ is a

1. continuous, bounded, of type $(S)^{+}$and strictly monotone operator,
2. homeomorphism.

Now, it is enough to verify that $\Phi, \Psi$ and J satisfy the hypotheses of Theorem 3.1. Obviously, by proposition $3.2,\left(\Phi^{\prime}\right)^{-1}: X^{\prime} \rightarrow X$ exists and continuous. Moreover, in view of $(f 1)$ and [11], $\Psi^{\prime}, J^{\prime}: X \rightarrow X^{\prime}$ are completely continuous, which imply $\Psi^{\prime}$ and $J^{\prime}$ are compact. Thus, the precondition of Theorem 3.1 is satisfied. It remains to verify that the conditions (i), (ii) and (iii) are fulfilled.

First, we claim that condition (i) is satisfied. In fact, by Proposition 2.2, we have

$$
\begin{equation*}
\Phi(u)=\int_{\Omega} \frac{1}{p(x)}|\Delta u|^{p(x)} d x+\int_{\partial \Omega} \frac{m(x)}{p(x)}|u|^{p(x)} d \sigma \geq \frac{1}{p^{+}}\|u\|_{m}^{p^{-}} \tag{6}
\end{equation*}
$$

for every $u \in X$ with $\|u\|_{m}>1$.
On the other hand, due to the assumption ( $f 1$ ), we have

$$
|F(x, s)| \leq a_{1}|s|+\frac{a_{2}}{\alpha(x)}|s|^{\alpha(x)}, \quad \text { a.e. } x \in \Omega, \forall s \in \mathbb{R} .
$$

Therefore

$$
\begin{aligned}
\Psi(u) & =-\int_{\Omega} F(x, u) d x \geq-a_{1} \int_{\Omega}|u| d x-a_{2} \int_{\Omega} \frac{1}{\alpha(x)}|u| d x^{\alpha(x)} \\
& \geq-a_{3}\|u\|_{m}-\frac{a_{2}}{\alpha^{+}} \int_{\Omega}\left(|u|^{\alpha^{+}}+|u|^{\alpha^{-}}\right) d x=-a_{3}\|u\|_{m}-a_{4}\left(|u|_{\alpha^{+}}^{\alpha^{+}}+|u|_{\alpha^{-}}^{\alpha^{-}}\right)
\end{aligned}
$$

Since $X$ is continuously embedded in $L^{\alpha^{+}}(\Omega)$ and $L^{\alpha^{-}}(\Omega)$, it follows

$$
\begin{equation*}
\Phi(u) \geq-a_{3}\|u\|_{m}-a_{5}\left(\|u\|_{m}^{\alpha^{+}}+\|u\|_{m}^{\alpha^{-}}\right) \tag{7}
\end{equation*}
$$

So, combining the two inequalities (6) and (7), for any $\lambda>0$ we obtain

$$
\Phi(u)+\lambda \Psi(u) \geq \frac{1}{p^{+}}\|u\|_{m}^{p^{-}}-\lambda a_{3} \frac{1}{p^{+}}\|u\|_{m}-\lambda a_{5}\left(\|u\|_{m}^{\alpha^{+}}+\|u\|_{m}^{\alpha^{-}}\right)
$$

for $u \in X$ with $\|u\|_{m}>1$. As $1<\alpha^{+}<p^{-}$, one has $\lim _{\|u\|_{m} \rightarrow \infty} \Phi(u)+\lambda \Psi(u)=\infty$ and the condition (i) is verified.

Secondly, we will verify the conditions (ii). Precise that, from assumption ( $\mathbf{f}_{\mathbf{2}}$ ), $F(x, t)$ is increasing for $t \in\left(s_{0}, 1\right)$ and decreasing for $t \in\left(0, s_{0}\right)$, uniformly with respect to $x$. Moreover, $F(x, t) \rightarrow \infty$ as $t \rightarrow \infty$, so, there exists a real number $\delta>s_{0}$ such that

$$
F(u, t) \geq 0=F(u, 0) \geq F(u, s), \quad \forall u \in X, t>\delta, s \in\left(0, s_{0}\right) .
$$

Furthermore, since $\frac{N}{2}<p^{-}$, there is a continuous embedding of X into $W^{2, p^{-}}(\Omega)$ which is continuously embedded in $C(\bar{\Omega})$. Then, there exists a constant $k>0$ such that

$$
\begin{equation*}
\|u\|_{\infty}:=\sup _{x \in \bar{\Omega}}|u(x)| \leq k\|u\|_{m}, \quad \forall u \in X . \tag{8}
\end{equation*}
$$

Let choose $A$ and $B$ two real numbers such that $0<A<\min \left\{t_{0}, k\right\}$ and $B>\delta$ satisfying

$$
B^{p^{ \pm}}\|m\|_{L^{1}(\partial \Omega)}>1, \quad \text { where } \quad p^{\mp}= \begin{cases}p^{-}, & \text {if } B>1 \\ p^{+}, & \text {if } B<1\end{cases}
$$

Thus, for $t \in[0, A]$, we have $F(x, t) \leq F(x, 0)$ which implies

$$
\begin{equation*}
\int_{\Omega} \sup _{t \in[0, A]} F(x, t) d x \leq \int_{\Omega} F(x, 0) d x=0 . \tag{9}
\end{equation*}
$$

Since $B>\delta$, we can get $\int_{\Omega} F(x, B) d x>0$ and so,

$$
\begin{equation*}
\frac{A^{p^{+}}}{k^{p^{+}} B^{p^{\mp}}} \int_{\Omega} F(x, B) d x>0 . \tag{10}
\end{equation*}
$$

Next, consider $u_{0}, u_{1} \in X$ with $u_{0}(x)=0$ and $u_{1}(x)=B$ for any $x \in \Omega$. Obviously, $\Phi\left(u_{0}\right)=\Psi\left(u_{0}\right)=0$ and

$$
\Phi\left(u_{1}\right)=\int_{\partial \Omega} \frac{1}{p(x)} m(x) B^{p(x)} d x \geq \frac{B^{p^{\mp}}}{p^{+}}\|m\|_{L^{1}(\partial \Omega)}>\frac{1}{p^{+}}>\frac{1}{p^{+}}\left(\frac{A}{k}\right)^{p^{+}}
$$

Consequently, if we put $r=\frac{1}{p^{+}}\left(\frac{A}{k}\right)^{p^{+}}$, it follows

$$
\Phi\left(u_{0}\right)<r<\Phi\left(u_{1}\right)
$$

which ensures the condition (ii).
Finally, we will show the condition (iii). A simple calculation yields

$$
\begin{align*}
-\frac{\left.\left.\left(\Phi\left(u_{1}\right)-r\right)\right) \Psi\left(u_{0}\right)+\left(r-\Phi\left(u_{0}\right)\right)\right) \Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)-\Phi\left(u_{0}\right)} & =-r \frac{\Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)} \\
& =r \frac{\int_{\Omega} F(x, B) d x}{\int_{\partial \Omega} \frac{1}{p(x)} m(x) B^{p(x)} d x}>0 \tag{11}
\end{align*}
$$

Now, let $u \in \Phi^{-1}((-\infty, r])$. Then, $I_{m}(u) \leq r p^{+}=\left(\frac{A}{k}\right)^{p^{+}}<1$ which, by Proposition 3.2 , implies $\|u\|_{m}<1$. Consequently,

$$
\frac{1}{p^{+}}\|u\|_{m}^{p^{+}} \leq \Phi(u)<r .
$$

Therefore, by 8, we infer that

$$
|u(x)| \leq\|u\|_{\infty} \leq k\|u\|_{m} \leq k\left(r p^{+}\right)^{1 / p^{+}}=A, \quad \forall x \in \Omega
$$

for all $u \in X$ with $\Phi(u) \leq r$. The above inequality shows that

$$
-\inf _{u \in \Phi^{-1}((-\infty, r])} \Psi(u)=\sup _{u \in \Phi^{-1}((-\infty, r])}-\Psi(u) \leq \int_{\Omega} \sup _{t \in[0, A])} F(x, t) d x \leq 0
$$

From (11), we deduce that

$$
-\inf _{u \in \Phi^{-1}((-\infty, r])} \Psi(u)<r \frac{\int_{\Omega} F(x, B) d x}{\int_{\partial \Omega} \frac{1}{p(x)} m(x) B^{p(x)} d x}
$$

that is,

$$
\inf _{u \in \Phi^{-1}((-\infty, r])} \Psi(u)>\frac{\left.\left.\left(\Phi\left(u_{1}\right)-r\right)\right) \Psi\left(u_{0}\right)+\left(r-\Phi\left(u_{0}\right)\right)\right) \Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)-\Phi\left(u_{0}\right)}
$$

which means that condition (iii) holds. At this point, conclusion follows from Theorem 3.1.
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#### Abstract

In this paper we consider the existence of positive solutions to the singular infinite semipositone problems with sign-changing weight. We use the method of sub-supersolution to establish our existence result.
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## 1. Introduction

The study of positive solutions of singular partial differential equations or systems has been an extremely active research topic during the past few years. Such singular nonlinear problems arise naturally and they occupy a central role in the interdisciplinary research between analysis, geometry, biology, elasticity, mathematical physics, etc.

In this paper, we are concerned with the existence of positive solutions to the boundary value problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-\alpha p}|\nabla u|^{p-2} \nabla u\right)=\lambda|x|^{-(\alpha+1) p+\beta} g(x)\left(f(u)-\frac{1}{u^{\gamma}}\right), & x \in \Omega  \tag{1}\\ u=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}$ with $0 \in \Omega$ with smooth boundary, $1<p<N, 0 \leq \alpha<\frac{N-p}{p}, \gamma \in(0,1), \lambda, \beta$ are positive constants, $g(x)$ is a $C^{1}$ sign-changing function that maybe negative near the boundary and be positive in the interior and $f:(0, \infty) \rightarrow(0, \infty)$ is a $C^{1}$ nondecreasing function. Elliptic problems involving more general operator, such as the degenerate quasilinear elliptic operator given by $-\operatorname{div}\left(|x|^{-\alpha p}|\nabla u|^{p-2} \nabla u\right)$, where motivated by the following Caffarelli, Kohn and Nirenberg's inequality (see $[3,15]$ ). The study of this type of problems motivated by it's various applications, for example, in fluid mechanics, in newtonian fluids, in flow through porous media and in glaciology (see [1, 4]). So the study of singular elliptic problems has more practical meaning. We refer to ( $[11,6,2,7]$ ) for additional result on elliptic problem, we study problem (1) in the semipositone case. See [10], where the authors discussed the problem (1) when $g \sim 1, \alpha=0$ and $\beta=p=2$. In [9], the authors extended the study of [10] to the case when $p>1$. In [12], the
prpblem in [9] was studid with weight function $g(x)$. Here we focus on futher extending the study in [12] for quasilinear elliptic problem involving singularity. Due to this singularity in the weights, the extensions are challenging and nontrivial. Our approach is based on the method of sub-supper solution (see[5, 8, 13]). In this paper, we denote $W_{0}^{1, p}\left(\Omega,|x|^{-\alpha p}\right)$, the completion of $C_{0}^{\infty}(\Omega)$ with respect to the norm $\|u\|=\left(\int_{\Omega}|x|^{-\alpha p}|\nabla u|^{p} d x\right)^{\frac{1}{p}}$. To precisely state our existence result, we consider the eigenvalue problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-\alpha p}|\nabla \phi|^{p-2} \nabla \phi\right)=\lambda|x|^{-(\alpha+1) p+\beta}|\phi|^{p-2} \phi, & x \in \Omega  \tag{2}\\ \phi=0, & x \in \partial \Omega\end{cases}
$$

Let $\phi$ be the eigenfunction corresponding to the first eigenvalue $\lambda_{1}$ of (2) such that $\phi(x)>0$ in $\Omega$, and $\|\phi\|_{\infty}=1$.
Let $m, \sigma, \delta>0$ be such that

$$
\begin{gather*}
\sigma \leq \phi \leq 1, \quad x \in \Omega-\bar{\Omega}_{\delta}  \tag{3}\\
|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right)|\nabla \phi|^{p} \geq m, \quad x \in \bar{\Omega}_{\delta} \tag{4}
\end{gather*}
$$

where $\bar{\Omega}_{\delta}=\{x \in \Omega \mid d(x, \partial \Omega) \leq \delta\}$. This is possible since $|\nabla \phi| \neq 0$ on $\partial \Omega$ while $\phi=0$ on $\partial \Omega$. We will also consider the unique solution $e \in W_{0}^{1, p}\left(\Omega,|x|^{-\alpha p}\right)$ of the boundary value problem

$$
\begin{cases}-\operatorname{div}\left(|x|^{-\alpha p}|\nabla e|^{p-2} \nabla e\right)=|x|^{-(\alpha+1) p+\beta}, & x \in \Omega \\ e=0, & x \in \partial \Omega\end{cases}
$$

to discuss our existence result. It is known that $e>0$ in $\Omega$ and $\frac{\partial e}{\partial n}<0$ on $\partial \Omega$.
Here we assume that the weight function $g(x)$ takes negative values in $\bar{\Omega}_{\delta}$, but require $g(x)$ be strictly positive in $\Omega-\bar{\Omega}_{\delta}$.

To be precise we assume that there exist positive constants $a, b$ such that $g(x) \geq-a$, on $\bar{\Omega}_{\delta}$ and $g(x) \geq b$ on $\Omega-\bar{\Omega}_{\delta}$.

## 2. Existence result

A non-negative function $\psi$ is said to be a subsolution of problem (1), if it satisfy $\psi \geq 0$ on $\partial \Omega$ and

$$
\int_{\Omega}|x|^{-\alpha p}|\nabla \psi|^{p-2} \nabla \psi \cdot \nabla w d x \leq \int_{\Omega} \lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f(\psi)-\frac{1}{\psi^{\gamma}}\right] w d x \quad \forall w \in W
$$

where $W=\left\{w \in C_{0}^{\infty}(\Omega): w \geq 0\right.$ for all $\left.x \in \Omega\right\}$ (see [14]).
A function $z$ is said supersolution of (1), if it satisfy $z \geq 0$ on $\partial \Omega$, and

$$
\int_{\Omega}|x|^{-\alpha p}|\nabla z|^{p-2} \nabla z \cdot \nabla w d x \geq \int_{\Omega} \lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f(z)-\frac{1}{z^{\gamma}}\right] w d x, \quad \forall w \in W .
$$

Then the following result holds:
Lemma 2.1. (see [8]). If there exist a sub-solution $\psi$ and supersolution $z$ such that $\psi \leq z$ in $\Omega$ then (1) has a weak-solution $u$ such that $\psi \leq u \leq z$.
We make the following assumptions:
$\left(H_{1}\right) f:(0, \infty) \rightarrow(0, \infty)$ is $C^{1}$ nondecreasing function.
$\left(H_{2}\right) \lim _{s \rightarrow \infty} \frac{f(s)}{s^{p-1}}=0$.
$\left(H_{3}\right)$ suppose that there exist $\epsilon>0$ such that
i) $f\left(\frac{\epsilon^{\frac{1}{p-1}}(p-1+\gamma) \sigma}{p}\right)>\left(\frac{p}{\epsilon^{\frac{1}{p-1}} \sigma(p-1+\gamma)}\right)^{\gamma}$,
ii) $\frac{\epsilon^{\frac{\gamma+p-1}{p-1}} \lambda_{1}(p-1+\gamma)^{\gamma}}{a p^{\gamma}}<\frac{m \epsilon}{a f\left(\epsilon^{\frac{1}{p-1}}\right)}$,
iii) $\frac{\epsilon \lambda_{1}}{N b}<\frac{m \epsilon}{a f\left(\epsilon^{\frac{1}{p-1}}\right)}$, where $N=f\left(\frac{\epsilon^{\frac{1}{p-1}}(p-1+\gamma) \sigma}{p}\right)-\left(\frac{p}{\epsilon^{\frac{1}{p-1}} \sigma(p-1+\gamma)}\right)^{\gamma}$.
iv) Let $\eta>0$ be such that $\eta \geq \max |x|^{-(\alpha+1) p+\beta}$, in $\bar{\Omega}_{\delta}$.

We are now ready to give our existence result.
Theorem 2.2. Let $\left(H_{1}\right)-\left(H_{3}\right)$ hold, then there exists positive weak solution of (1) for every $\lambda \in\left[\lambda_{*}(\epsilon), \lambda^{*}(\epsilon)\right]$, where
$\lambda^{*}=\frac{m \epsilon}{\eta a f\left(\epsilon^{\frac{1}{p-1}}\right)}$ and $\lambda_{*}=\max \left\{\frac{\epsilon^{\frac{\gamma+p-1}{p-1}} \lambda_{1}(p-1+\gamma)^{\gamma}}{a p^{\gamma}}, \frac{\epsilon \lambda_{1}}{N b}\right\}$.
Remark 2.1. Note that $\left(H_{3}\right)$ implies $\lambda_{*}<\lambda^{*}$.
Proof. Now we construct a positive sub-solution of (1). For this, we let

$$
\psi=\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}} .
$$

Let $w \in W$. Since $\nabla \psi=\epsilon^{\frac{1}{p-1}} \phi^{\frac{1-\gamma}{p-1+\gamma}} \nabla \phi$, then a calculation shows that

$$
\begin{aligned}
& \int_{\Omega}|x|^{-\alpha p}|\nabla \psi|^{p-2} \nabla \psi \cdot \nabla w d x=\epsilon \int_{\Omega}|x|^{-\alpha p} \phi^{\frac{(p-1)(1-\gamma)}{p-1+\gamma}}|\nabla \phi|^{p-2} \nabla \phi \cdot \nabla w d x \\
& =\epsilon \int_{\Omega}|x|^{-\alpha p}|\nabla \phi|^{p-2} \nabla \phi\left[\nabla\left(\phi^{1-\frac{\gamma p}{p-1+\gamma}} w\right)-\nabla\left(\phi^{1-\frac{\gamma p}{p-1+\gamma}}\right) w\right] d x \\
& =\epsilon \int_{\Omega}|x|^{-\alpha p}|\nabla \phi|^{p-2} \nabla \phi \cdot \nabla\left(\phi^{1-\frac{\gamma p}{p-1+\gamma}} w\right) d x-\epsilon \int_{\Omega}|x|^{-\alpha p}|\nabla \phi|^{p-2} \nabla \phi \cdot \nabla\left(\phi^{1-\frac{\gamma p}{p-1+\gamma}}\right) w d x \\
& =\epsilon \int_{\Omega}|x|^{-(\alpha+1) p+\beta} \lambda_{1} \phi^{\frac{-\gamma p}{p-1+\gamma}} \phi^{p} w d x-\epsilon \int_{\Omega}|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{-\frac{\gamma p}{p-1+\gamma}}|\nabla \phi|^{p} w d x \\
& =\epsilon \int_{\Omega}\left[|x|^{-(\alpha+1) p+\beta} \lambda_{1} \phi^{p-\frac{\gamma p}{p-1+\gamma}}-|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{-\frac{\gamma p}{p-1+\gamma}}|\nabla \phi|^{p}\right] w d x .
\end{aligned}
$$

First we consider the case when $x \in \bar{\Omega}_{\delta}$. We have $|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right)|\nabla \phi|^{p} \geq m$ and $g(x) \geq-a$. Hence since $\lambda \leq \lambda^{*}=\frac{m \epsilon}{\eta a f\left(\epsilon^{\frac{1}{p-1}}\right)}$, we have

$$
\begin{align*}
& -|x|^{-\alpha p} \epsilon\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{\frac{-\gamma p}{p-1+\gamma}}|\nabla \phi|^{p} \leq-m \epsilon \phi^{\frac{-\gamma p}{p-1+\gamma}} \leq-m \epsilon \\
& \quad \leq-\lambda a \eta f\left(\epsilon^{\frac{1}{p-1}}\right) \leq-\lambda a|x|^{-(\alpha+1) p+\beta} f\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right) \tag{5}
\end{align*}
$$

and since $\lambda \geq \lambda_{*}=\frac{\epsilon^{\frac{\gamma+p-1}{p-1}} \lambda_{1}(p-1+\gamma)^{\gamma}}{a p^{\gamma}}$, we have

$$
\begin{equation*}
|x|^{-(\alpha+1) p+\beta} \epsilon \phi^{-\frac{\gamma p}{p-1+\gamma}} \lambda_{1} \phi^{p} \leq \frac{\lambda|x|^{-(\alpha+1) p+\beta} a p^{\gamma}}{\epsilon^{\frac{\gamma}{p-1}}(p-1+\gamma)^{\gamma}} \leq \frac{|x|^{-(\alpha+1) p+\beta} \lambda a}{\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)^{\gamma}} \tag{6}
\end{equation*}
$$

By combining (5) and (6) we see that

$$
\begin{aligned}
& \epsilon\left[|x|^{-(\alpha+1) p+\beta} \phi^{p-\frac{\gamma p}{p-1+\gamma}} \lambda_{1}-|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{-\frac{\gamma p}{p-1+\gamma}}|\nabla \psi|^{p}\right] \\
& \quad \leq \lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)-\frac{1}{\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)^{\gamma}}\right]
\end{aligned}
$$

On the other hand, on $\Omega-\bar{\Omega}_{\delta}$, we have $g(x) \geq b$ and $\sigma \leq \phi \frac{p}{p-1+\gamma} \leq 1$. Thus for $\lambda \geq \lambda_{*} \geq \frac{\epsilon \lambda_{1}}{N b}$, we have

$$
\begin{aligned}
& \epsilon\left(|x|^{-(\alpha+1) p+\beta} \phi^{-\frac{\gamma p}{p-1+\gamma}} \lambda_{1} \phi^{p}-|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{-\frac{\gamma p}{p-1+\gamma}}|\nabla \phi|^{p}\right) \\
& \quad \leq|x|^{-(\alpha+1) p+\beta} \epsilon \lambda_{1} \phi^{p-\frac{\gamma p}{p-1+\gamma}} \leq|x|^{-(\alpha+1) p+\beta} \epsilon \lambda_{1} \leq|x|^{-(\alpha+1) p+\beta} \lambda b N \\
& \quad \leq|x|^{-(\alpha+1) p+\beta} \lambda b\left[f\left(\frac{p-1+\gamma}{p}\right) \sigma \epsilon^{\frac{1}{p-1}}-\frac{1}{\left(\left(\frac{p-1+\gamma}{p}\right) \sigma \epsilon^{\frac{1}{p-1}}\right)^{\gamma}}\right] \\
& \quad \leq|x|^{-(\alpha+1) p+\beta} \lambda g(x)\left[f\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)-\frac{1}{\left(\left(\frac{p-1+\gamma}{p}\right) \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)^{\gamma}}\right] \\
& \quad=\lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f(\psi)-\frac{1}{\psi^{\gamma}}\right] .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \int_{\Omega}|x|^{-\alpha p}|\nabla \psi|^{p-2} \nabla \psi \cdot \nabla w d x \\
& \quad \leq \epsilon \int_{\Omega}\left[| x | ^ { - ( \alpha + 1 ) p + \beta } \lambda _ { 1 } \left(\phi^{\left.p-\frac{\gamma p}{p-1+\gamma}\right)}-|x|^{-\alpha p}\left(1-\frac{\gamma p}{p-1+\gamma}\right) \phi^{\left.-\frac{\gamma p}{p-1+\gamma}|\nabla \phi|^{p}\right] w d x}\right.\right. \\
& \quad \leq \int_{\Omega} \lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)-\frac{1}{\left(\frac{p-1+\gamma}{p} \epsilon^{\frac{1}{p-1}} \phi^{\frac{p}{p-1+\gamma}}\right)^{\gamma}}\right] w d x \\
& \quad=\int_{\Omega} \lambda|x|^{-(\alpha+1) p+\beta} g(x)\left[f(\psi)-\frac{1}{\psi^{\gamma}}\right] w d x .
\end{aligned}
$$

So $\psi$ is a sub- solution of (1) for $\lambda \in\left[\lambda_{*}, \lambda^{*}\right]$.
Now we will construct a supersolution of (1). For this, we let $z:=c e$ and $w \in W$.
Since $\nabla z=c \nabla e$ then a calculation shows that

$$
\begin{aligned}
& \int_{\Omega}|x|^{-\alpha p}|\nabla z|^{p-2} \nabla z \cdot \nabla w d x=c^{p-1} \int_{\Omega}|x|^{-\alpha p}|\nabla e|^{p-2} \nabla e \cdot \nabla w d x \\
& \quad=-c^{p-1} \int_{\Omega} \operatorname{div}\left(|x|^{-\alpha p}|\nabla e|^{p-2} \nabla e\right) w d x=c^{p-1} \int_{\Omega}|x|^{-(\alpha+1) p+\beta} w d x
\end{aligned}
$$

By $\left(H_{2}\right)$ we can choose c large enough so that

$$
\left(c\|e\|_{\infty}\right)^{p-1}\left(\lambda\|g(x)\|_{\infty}\|e\|_{\infty}\right)^{-1} \geq f\left(c\|e\|_{\infty}\right)
$$

Hence
$c^{p-1} \geq \lambda\|g(x)\|_{\infty} f\left(c\|e\|_{\infty}\right) \geq \lambda g(x) f(c e) \geq \lambda g(x)\left[f(c e)-\frac{1}{(c e)^{\gamma}}\right]=\lambda g(x)\left[f(z)-\frac{1}{z^{\gamma}}\right]$.
Thus we have

$$
\begin{aligned}
& \int_{\Omega}|x|^{-\alpha p}|\nabla z|^{p-2} \nabla z \cdot \nabla w d x=c^{p-1} \int_{\Omega}|x|^{-(\alpha+1) p+\beta} w d x \\
& \quad \geq \int_{\Omega}|x|^{-(\alpha+1) p+\beta} \lambda g(x)\left[f(c e)-\frac{1}{(c e)^{\gamma}}\right] w d x=\int_{\Omega}|x|^{-(\alpha+1) p+\beta} \lambda g(x)\left[f(z)-\frac{1}{z^{\gamma}}\right] w d x .
\end{aligned}
$$

So $z$ is a supersolution of (1) with $z \geq \psi$ for $c$ large. Thus, there exist a positive weak solution $u$ of (1) such that $\psi \leq u \leq z$. This completes the proof of Theorem 2.2.
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#### Abstract

In this paper, we study the existence of three solutions to the $\mathrm{p}(\mathrm{x})$-Kirchhoff type equations in $\mathbb{R}^{N}$. By means of nonsmooth three critical points theorem and the theory of the variable exponent Sobolev spaces, we establish the existence of three critical points for the problem. Moreover, we study the existence of three radially symmetric solutions for a class of quasilinear elliptic inclusion problem with discontinuous nonlinearities in $\mathbb{R}^{N}$. Our approach is based on critical point theory for locally Lipschitz functionals due to Iannizzotto.
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## 1. Introduction

In this paper, we are concerned with the following nonlinear elliptic differential inclusion with $p(x)$-Kirchhoff-type problem

$$
\begin{cases}M\left(\int_{\mathbb{R}^{N}} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}-|u|^{p(x)}\right) d x\right)\left[\Delta_{p(x)} u-|u|^{p(x)-2} u\right]  \tag{1}\\ & \in-\lambda \partial F(x, u)-\mu \partial G(x, u) \\ & \text { in } \mathbb{R}^{N} \\ u=0 & \text { on } \mathbb{R}^{N}\end{cases}
$$

where $p(x) \in C\left(\mathbb{R}^{N}\right)$ is continuous function satisfying

$$
1<p^{-}=\inf _{x \in \mathbb{R}^{N}} p(x) \leq p(x) \leq p^{+}=\sup _{x \in \mathbb{R}^{N}} p(x)<+\infty
$$

and $\lambda, \mu>0$. $F, G: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is a function in which $F(\cdot, u)$ is measurable for every $u \in \mathbb{R}$ and $F(x, \cdot)$ is locally Lipschitz for a.e. $x \in \mathbb{R}^{N} . \partial F(x, u)$ and $\partial G(x, u)$ denotes the generalized Clarke gradient of $F(x, u)$ and $G(x, u)$ at $u \in \mathbb{R}$.

Let $X$ be real Banach space. We assume that it is also given a functional $\chi$ : $X \rightarrow \mathbb{R} \cup\{+\infty\}$ which is convex, lower semicontinuous, proper whose effective domain $\operatorname{dom}(\chi)=\{x \in X: \chi(x)<+\infty\}$ is a (nonempty, closed, convex) cone in $X$. Our aim is to study the following variational-hemivariational inequality problem: Find $u \in \mathcal{B}$ (it is called a weak solution of problem (1)) if for all $v \in \mathcal{B}$,

$$
M\left(\int_{\mathbb{R}^{N}} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}-|u(x)|^{p(x)}\right) d x\right) \int_{\mathbb{R}^{N}}\left(|\nabla u|^{p(x)-2} \nabla u \nabla v-|u|^{p(x)-2} u v\right) d x
$$

$$
\begin{equation*}
-\lambda \int_{\mathbb{R}^{N}} F^{0}(x, u ; v) d x-\mu \int_{\mathbb{R}^{N}} G^{0}(x, u ; v) d x \geq 0 \tag{2}
\end{equation*}
$$

where $\mathcal{B}$ is a closed convex subset of $X=W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$, and $F^{0}, G^{0}$ are the generalized directional derivatives of the locally Lipschitz functions $F, G$.
The operator $\Delta_{p(x)} u=\operatorname{div}\left(|\nabla u|^{p(x)-2} \nabla u\right)$ is the so-called $p(x)$-Laplacian, which becomes $p$-Laplacian when $p(x) \equiv p$ is a constant. More recently, the study of $p(x)$-Laplacian problems has attracted more and more attention (cf. [2]).
The problem (1) is a generalization of an equation introduced by Kirchhoff (cf. [20]). The study of Kirchhoff model has already been extended to the case involving the p-Laplacian (cf. [8], [10]) and $p(x)$-Laplacian (cf. [6], [15]).

Applications of problems involving the $\mathrm{p}(\mathrm{x})$-Laplace operator is applied to the modeling of various phenomena such as elastic mechanics, thermorheological and electrorheological fluids, mathematical mathematical biology and plasma physics (cf. [10], [30], [31]). In recent years, differential equations and variational problems have been studied in many papers, we refer to some interesting works (cf. [27], [28]).

Many authors investigated variational methods to a class of non-differentiable functionals to prove some existence theorems for PDE with discontinuous nonlinearities. In [33] author studied a priori bounds for a class of variational inequalities involving general elliptic operators of second-order and terms of generalized directional derivatives; in [4], authors studied variational-hemivariational inequalities involving the p-Laplace operator and a nonlinear Neumann boundary condition; in [1], authors studied variational-hemivariational inequality by using the mountain pass theorem.

However, authors appeared some technical difficulties for studying problem on unbounded domains (cf. [3]). Therefore, to resolve this issue the space of radially symmetric functions was introduced. For instance, the existence of radially symmetric solutions for a class of differential inclusion problems was considered by many authors. In [32] author studied infinitely many radially symmetric solutions for a class of hemivariational inequalities with the Cerami compactness condition and the principle of symmetric criticality for locally Lipschitz functions; in [24] author studied the existence of infinitely many radial respective non-radial solutions for a class of hemivariational inequalities; in [18] authors studied the existence of infinitely many radially symmetric solutions for a class of perturbed elliptic equations with discontinuous nonlinearities under some hypotheses on the behavior of the potential.

More recently, the study of the three-critical-points for nonsmooth functionals was investigated. In [23] authors studied the existence of three critical points which extends the variational principle of Ricceri [29] to nonsmooth functionals. In [19] author studied three-critical-points theorem based on a minimax inequality and on a truncation argument which extended to Motreanu-Panagiotopoulos functionals. In [34], authors studied the existence of at least three critical points for a $\mathrm{p}(\mathrm{x})$-Laplacian differential inclusion based on the nonsmooth analysis.

The purpose of this paper is to prove the existence of at least three solutions for a variational-hemivariational inequality depending on two parameters in $W_{0}^{1, p(x)}\left(\mathbb{R}^{N}\right)$. In fact, the existence result for $p(x)$-Kirchhoff-type problem with locally Lipschitz functions under special hypotheses on $F$ and $G$ is investigated. Also, for the second part under further additional assumptions, the quasilinear elliptic inclusion problem is considered. A major problem is that the compact embedding for $W_{0}^{1, p(x)}\left(\mathbb{R}^{N}\right)$ into
$L^{\infty}\left(\mathbb{R}^{N}\right)$ is required. Hence, we overcome this gap by using the subspace of radially symmetric functions of $W_{0}^{1, p(x)}\left(\mathbb{R}^{N}\right)$, denoted by $W_{0, r}^{1, p(x)}\left(\mathbb{R}^{N}\right)$, can be embedded compactly into $L^{\infty}\left(\mathbb{R}^{N}\right)$.

The paper is organized as follows. We prepare the basic definitions and properties in the framework of the generalized Lebesgue and Sobolev spaces. Besides, some basic notions about generalized directional derivative and hypotheses on $F, G$ are given. Next, we give the main results about the existence of three solutions in theorem 3.7. The final part of this paper is concerned with the existence of three radially symmetric solutions in theorem 4.5.

## 2. Preliminaries

We recall some basic facts about the variable exponent Lebesgue-Sobolev (cf. [11],[13],[16]).
The variable exponent Lebesgue space is defined by

$$
L^{p(\cdot)}\left(\mathbb{R}^{N}\right)=\left\{u: \mathbb{R}^{N} \longrightarrow \mathbb{R}: \int_{\mathbb{R}^{N}}|u(x)|^{p(x)} d x<\infty\right\}
$$

and is endowed with the Luxemburg norm

$$
\left.\|u\|_{p(\cdot)}=\inf \left\{\lambda>0: \int_{\mathbb{R}^{N}}\left|\frac{u(x)}{\lambda}\right|^{p(x)} d x\right\} \leq 1\right\}
$$

Note that, when $p \equiv$ Const., the Luxemburg norm $\|\cdot\|_{p(\cdot)}$ coincides with the standard norm $\|\cdot\|_{p}$ of the Lebesgue space $L^{p}\left(\mathbb{R}^{N}\right)$.

The generalized Lebesgue-Sobolev space $W^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ for $L=1,2, \ldots$ is defined as

$$
W^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)=\left\{u \in L^{p(\cdot)}\left(\mathbb{R}^{N}\right): D^{\alpha} u \in L^{p(\cdot)}\left(\mathbb{R}^{N}\right),|\alpha| \leq L\right\}
$$

where $D^{\alpha} u=\frac{\partial^{|\alpha|}}{\partial^{\alpha_{1}} x_{1} \cdots \partial^{\alpha_{n}} x_{n}}$ with $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{N}\right)$ is a multi-index and $|\alpha|=$ $\Sigma_{i=1}^{N} \alpha_{i}$.
The space $W^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ with the norm

$$
\|u\|_{W^{L, p(\cdot)}}\left(\mathbb{R}^{N}\right)=\sum_{|\alpha| \leq L}\left\|D^{\alpha} u\right\|_{p(\cdot)}
$$

is a separable reflexive Banach space(cf. [12]).
The space $W_{0}^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ denotes the closure in $W^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ of the set of all $W^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ -functions with compact support. Hence, an equivalent norm for the space $W_{0}^{L, p(\cdot)}\left(\mathbb{R}^{N}\right)$ is given by

$$
\|u\|_{W_{0}^{L, p(\cdot)}(\Omega)}=\sum_{|\alpha|=L}\left\|D^{\alpha} u\right\|_{p(\cdot)}
$$

If $\Omega \subset \mathbb{R}^{N}$ is open bounded domain, let $p_{L}^{*}$ denote the critical variable exponent related to $p$, defined for all $x \in \bar{\Omega}$ by the pointwise relation

$$
p_{L}^{*}(x)= \begin{cases}\frac{N p(x)}{N-L p(x)} & L p(x)<N  \tag{3}\\ +\infty & L p(x) \geq N\end{cases}
$$

For every $u \in W_{0}^{L, p(\cdot)}(\Omega)$ the Poincaré inequality holds, where $C_{p}>0$ is a constant

$$
\|u\|_{L^{p(\cdot)}(\Omega)} \leq C_{p}\|\nabla u\|_{L^{p(\cdot)}(\Omega)}
$$

(see (cf. [17])).
Proposition 2.1. (cf. [16]) Let $p^{\prime}$ be the function obtained by conjugating the exponent $p$ pointwise, that is $\frac{1}{p(x)}+\frac{1}{p^{\prime}(x)}=1$ for all $x \in \bar{\Omega}$, then $p^{\prime}$ belongs to $C_{+}(\bar{\Omega})$. For any $u \in L^{p(\cdot)}(\Omega)$ and $v \in L^{p^{\prime}(\cdot)}(\Omega)$, the following Hölder type inequality valid,

$$
\int_{\Omega}|u(x) v(x)| d x \leq\left(\frac{1}{p^{-}}+\frac{1}{p^{\prime}}\right)\|u\|_{p(\cdot)}\|v\|_{p^{\prime}(\cdot)}
$$

where $L^{\hat{p}(\cdot)}(\Omega)$ is the conjugate space of $L^{p(\cdot)}(\Omega)$.

Proposition 2.2. For $\phi(u)=\int_{\mathbb{R}^{N}}\left[|\nabla u|^{p(x)}-|u(x)|^{p(x)}\right] d x$, and $u$, $u_{n} \in X$, we have
(i) $\|u\|<(=;>) 1 \Leftrightarrow \phi(u)<(=;>) 1$,
(ii) $\|u\| \leq 1 \Rightarrow\|u\|^{p^{+}} \leq \phi(u) \leq\|u\|^{p^{-}}$,
(iii) $\|u\| \geq 1 \Rightarrow\|u\|^{p^{-}} \leq \phi(u) \leq\|u\|^{p^{+}}$,
(iv) $\left\|u_{n}\right\| \rightarrow 0 \Leftrightarrow \phi\left(u_{n}\right) \rightarrow 0$,
(v) $\left\|u_{n}\right\| \rightarrow \infty \Leftrightarrow \phi\left(u_{n}\right) \rightarrow \infty$.

Proof is similar to that in (cf. [16]).
Proposition 2.3. (cf. [16],[21]) For $p, q \in C_{+}(\bar{\Omega})$ in which $q(x) \leq p_{L}^{*}(x)$ for all $x \in \bar{\Omega}$, there is a continuous embedding

$$
W^{L, p(\cdot)}(\Omega) \hookrightarrow L^{q(\cdot)}(\Omega)
$$

If we replace $\leq$ with $<$, the embedding is compact.
Remark 2.1. (i) By the proposition (2.3) there is a continuous and compact embedding of $W_{0}^{1, p(\cdot)}(\Omega)$ into $L^{q(\cdot)}(\Omega)$, where $q(x)<p^{*}(x)$ for all $x \in \bar{\Omega}$.
(ii) Denote by

$$
\|u\|=\inf \left\{\lambda>0: \int_{\mathbb{R}^{N}}\left[\left|\frac{\nabla u}{\lambda}\right|^{p(x)}-\left|\frac{u}{\lambda}\right|^{p(x)}\right] d x \leq 1\right\}
$$

which is a norm on $W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$.
Here, we recall some definitions and basic notions of the theory of generalized differentiation for locally Lipschitz functions. We refer the reader to (cf. [5], [7], [25], [26]).
Let $X$ be a Banach space and $X^{\star}$ its topological dual. By $\|\cdot\|$ we will denote the norm in $X$ and by $<\cdot, \cdot>_{X}$ the duality brackets for the pair $\left(X, X^{\star}\right)$.
A function $h: X \rightarrow \mathbb{R}$ is said to be locally Lipschitz continuous, when to every $x \in X$ there correspond a neighborhood $V_{x}$ of $x$ and a constant $L_{x} \geq 0$ such that

$$
|h(z)-h(w)| \leq L_{x}\|z-w\|, \forall z, w \in V_{x}
$$

For a locally Lipschitz function $h: X \rightarrow \mathbb{R}$, the generalized directional derivative of $h$ at $u \in X$ in the direction $\gamma \in X$ is defined by

$$
h^{0}(u ; \gamma)=\limsup _{w \rightarrow u, t \rightarrow 0^{+}} \frac{h(w+t \gamma)-h(w)}{t}
$$

The generalized gradient of $h$ at $u \in X$ is

$$
\partial h(u)=\left\{x^{\star} \in X^{\star}:<x^{\star}, \gamma>_{X} \leq h^{0}(u ; \gamma), \forall \gamma \in X\right\}
$$

which is non-empty, convex and $w^{\star}$-compact subset of $X^{\star}$, where $<\cdot, \cdot>_{X}$ is the duality pairing between $X^{\star}$ and $X$.

Proposition 2.4. (cf. [7]) Let $h, g: X \rightarrow \mathbb{R}$ be locally Lipschitz functionals. Then, for any $u, v \in X$ the following hold:
(1) $h^{0}(u ; \cdot)$ is subadditive, positively homogeneous;
(2) $\partial h$ is convex and weak* compact;
(3) $(-h)^{0}(u ; v)=h^{0}(u ;-v)$;
(4) the set-valued mapping $h: X \rightarrow 2^{X^{*}}$ is weak $k^{*}$ u.s.c.;
(5) $h^{0}(u ; v)=\max _{u^{*} \in \partial h(u)}<u^{*}, v>$;
(6) $\partial(\lambda h)(u)=\lambda \partial h(u)$ for every $\lambda \in \mathbb{R}$;
(7) $(h+g)^{0}(u ; v) \leq h^{0}(u ; v)+g^{0}(u ; v)$;
(8) the function $m(u)=\min _{\nu \in \partial h(u)} \nu_{X^{*}}$ exists and is lower semicontinuous; i.e., $\liminf _{u \rightarrow u_{0}} m(u) \geq m\left(u_{0}\right)$;
(9) $h^{0}(u ; v)=\max _{u^{*} \in \partial h(u)}\left\langle u^{*}, v\right\rangle \leq L\|v\|$.

Proposition 2.5. (cf. [7])(Lebourg's mean value theorem) Let $h: X \rightarrow \mathbb{R}$ be a locally Lipschitz functional. Then, for every $u, v \in X$ there exists $w \in[u, v], w^{*} \in \partial h(u)$ such that $h(u)-h(v)=\left\langle w^{*}, u-v\right\rangle$.

Definition 2.1. (cf. [26]) Let $X$ be a Banach space, $\mathcal{I}: X \rightarrow(-\infty,+\infty]$ is called a Motreanu-Panagiotopoulos-type functional, if $\mathcal{I}=h+\chi$, where $h: X \rightarrow \mathbb{R}$ is locally Lipschitz and $\chi: X \rightarrow(-\infty,+\infty]$ is convex, proper and lower semicontinuous.

Definition 2.2. (cf. [19]) An element $u \in X$ is called a critical point for $\mathcal{I}=h+\chi$ if

$$
h^{0}(u ; v-u)+\chi(v)-\chi(u) \geq 0, \quad \forall v \in X
$$

The Euler-Lagrange functional associated to problem (1) is given by

$$
\mathcal{I}(u)=\widehat{M}\left(\int_{\mathbb{R}^{N}} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}-|u|^{p(x)}\right) d x\right)-\int_{\mathbb{R}^{N}} F(x, u) d x-\int_{\mathbb{R}^{N}} G(x, u) d x
$$

where $\widehat{M}(t)=\int_{0}^{t} M(\tau) d \tau$ and $M(t)$ is supposed to verify the following assumptions: $\left(M_{1}\right)$ There exist $m_{1}$ and $m_{0}$ in which $m_{1} \geq m_{0}>0$ and for all $t \in \mathbb{R}^{+}, m_{0} \leq$ $M(t) \leq m_{1} ;$
$\left(M_{2}\right)$ For all $t \in \mathbb{R}^{+}, \widehat{M}(t) \geq M(t) t$.
Denote $\Phi: W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$, as follows

$$
\Phi(u)=\int_{\mathbb{R}^{N}} \frac{1}{p(x)}\left[|\nabla u|^{p(x)}-|u|^{p(x)}\right] d x
$$

The next lemma characterizes some properties of $\Phi$ (cf. [14]).
Proposition 2.6. Let $\Phi(u)=\int_{\mathbb{R}^{N}} \frac{1}{p(x)}\left[|\nabla u|^{p(x)}-|u|^{p(x)}\right] d x$. Then
(i) $\Phi: X \rightarrow \mathbb{R}$ is sequentially weakly lower semicontinuous.
(ii) $\Phi^{\prime}$ is of $\left(S_{+}\right)$type.
(iii) $\Phi^{\prime}$ is a homeomorphism.

Proposition 2.7. (cf. [7]) Let $F, G: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ be locally Lipschitz function and set $\mathcal{F}(u)=\int_{\mathbb{R}^{N}} F(x, u(x)) d x, \mathcal{G}(u)=\int_{\mathbb{R}^{N}} G(x, u(x)) d x$. Then $\mathcal{F}, \mathcal{G}$ are well-defined and

$$
\mathcal{F}^{0}(u ; v) \leq \int_{\mathbb{R}^{N}} F^{0}(u(x) ; v(x)) d x, \quad \mathcal{G}^{0}(u ; v) \leq \int_{\mathbb{R}^{N}} G^{0}(u(x) ; v(x)) d x, \forall u, v \in X
$$

## 3. Three solutions for a differential inclusion problem

For the reader's convenience, we recall the nonsmooth three critical points theorem.
Theorem 3.1. [19] Let $X$ be a separable and reflexive Banach space, $\Lambda$ a real interval and $\mathcal{B}$ a nonempty, closed, convex subset of $X . \Phi \in C^{1}(X, \mathbb{R})$ a sequentially weakly l.s.c. functional and bounded on any bounded subset of $X$ such that $\Phi^{\prime}$ is of type $(S)_{+}$, suppose that $\mathcal{F}: X \rightarrow \mathbb{R}$ is a locally Lipschitz functional with compact gradient. Assume that:
(i) $\lim _{\|u\| \rightarrow+\infty}[\Phi-\lambda \mathcal{F}]=+\infty, \quad \forall \lambda \in \Lambda$,
(ii) There exists $\rho_{0} \in \mathbb{R}$ such that

$$
\sup _{\lambda \in \Lambda} \inf _{u \in X}\left[\Phi+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]<\inf _{u \in X} \sup _{\lambda \in \Lambda}\left[\Phi+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]
$$

Then, there exist $\lambda_{1}, \lambda_{2} \in \Lambda\left(\lambda_{1}<\lambda_{2}\right)$ and $\sigma>0$ such that for every $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ and every locally Lipschitz functional $\mathcal{G}: X \rightarrow \mathbb{R}$ with compact derivative, there exists $\mu_{1}>0$ such that for every $\left.\mu \in\right] 0, \mu_{1}[$ the functional $\Phi-\lambda \mathcal{F}+\mu \mathcal{G}$ has at least three critical points whose norms are less than $\sigma$.

Let us introduce the following conditions of our problem.
We assume that $F: \mathbb{R}^{N} \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function, which is locally Lipschitz in the second variable and satisfies the following properties:
$\left(F_{1}\right) \quad|\xi| \leq K\left(|s|^{t(x)-1}+|s|^{z(x)-1}\right)$ for all $\xi \in \partial F(x, s)$ with $(x, s) \in \mathbb{R}^{N} \times \mathbb{R}$ $\left(1 \leq p^{-} \leq p(x) \leq p^{+}<z^{-} \leq z(x) \leq z^{+}<t^{-} \leq t(x) \leq t^{+}<p^{*}(x)\right)$;
$\left(F_{2}\right)|F(x, s)| \leq H\left(|s|^{\alpha(x)}+|s|^{\beta(x)}\right)$ for all $(x, s) \in \mathbb{R}^{N} \times \mathbb{R}\left(H>0,1 \leq \alpha^{-} \leq \alpha(x) \leq\right.$ $\left.\alpha^{+}<\beta^{-} \leq \beta(x) \leq \beta^{+}<p^{-} \leq p(x) \leq p^{+}<p^{*}(x)\right)$;
$\left(F_{3}\right) \quad F(x, 0)=0$ for a.e. $x \in \mathbb{R}^{N}$ and there exists $\hat{u} \in W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$ such that $\int_{\mathbb{R}^{N}} F(x, \hat{u}) d x>0$ for a.e. $x \in \mathbb{R}^{N}$;
(G) $|\xi| \leq K^{\prime}\left(1+|s|^{r(x)-1}\right)$ for all $\xi \in \partial G(x, s)$ with $(x, s) \in \mathbb{R}^{N} \times \mathbb{R}\left(1 \leq p^{-} \leq\right.$ $\left.p(x) \leq p^{+}<r^{-} \leq r(x) \leq r^{+}<p^{*}(x)\right)$.

We need the following lemmas in the proof of our main result.
Lemma 3.2. If $\left(F_{1}\right)$ holds, then $\mathcal{F}: X \rightarrow \mathbb{R}$ is locally Lipschitz functional with compact gradient.

Proof. First we prove that $\mathcal{F}$ is Lipschitz continuous on each bounded subset of $X$. Let $u, v \in B(0, M)(M>0)$ and $\|u\|,\|v\| \leq 1$. From proposition 2.5 , the Hölder inequality and the embedding of $X$ in $L^{t(x)}\left(\mathbb{R}^{N}\right)$ and $L^{z(x)}\left(\mathbb{R}^{N}\right)$

$$
\begin{aligned}
& |\mathcal{F}(u)-\mathcal{F}(v)| \leq \int_{\mathbb{R}^{N}}|F(x, u(x))-F(x, v(x))| d x \\
& \quad \leq \int_{\mathbb{R}^{N}} K\left(|u(x)|^{t(x)-1}+|v(x)|^{t(x)-1}+|u(x)|^{z(x)-1}+|v(x)|^{z(x)-1}\right)|u(x)-v(x)| d x
\end{aligned}
$$

$$
\begin{aligned}
& \leq K\left(\left.\| \| u(x)\right|^{t(x)-1}+|v(x)|^{t(x)-1} \|\right)_{L^{t^{\prime}(x)}\left(\mathbb{R}^{N}\right)}\|u-v\|_{L^{t(x)}\left(\mathbb{R}^{N}\right)} \\
& \quad+K\left(\left.\| \| u(x)\right|^{z(x)-1}+|v(x)|^{z(x)-1} \|\right)_{L^{z^{\prime}(x)}\left(\mathbb{R}^{N}\right)}\|u-v\|_{L^{z(x)}\left(\mathbb{R}^{N}\right)} \\
& \leq 2 K\left(c_{1} M^{z^{-}-1}+c_{2} M^{t^{-}-1}\right)\|u-v\|,
\end{aligned}
$$

where $c_{1}, c_{2}$ are positive constants.
We prove that $\partial \mathcal{F}$ is compact. Let $\left\{u_{n}\right\}$ be a sequence in $X$ such that $\left\|u_{n}\right\| \leq M$ and choose $u_{n}^{*} \in \partial \mathcal{F}\left(u_{n}\right)$ for any $n \in \mathbb{N}$. From $\left(F_{1}\right)$ it follows that for any $n \in \mathbb{N}, v \in X$,

$$
\begin{aligned}
<u_{n}^{*}, v> & \leq \int_{\mathbb{R}^{N}}\left|u_{n}^{*}(x) \| v(x)\right| d x \leq \int_{\mathbb{R}^{N}} K\left(|u(x)|^{t(x)-1}+|u(x)|^{z(x)-1}\right)|v(x)| d x \\
& \leq\left(c_{3} M^{t^{-}-1}+c_{4} M^{z^{-}-1}\right)\|v\|
\end{aligned}
$$

where $c_{3}, c_{4}$ are positive constants.
Consequently,

$$
\left\|u_{n}^{*}\right\|_{X^{*}} \leq\left(c_{3} M^{t^{-}-1}+c_{4} M^{z^{-}-1}\right)
$$

The sequence $\left\{u_{n}^{*}\right\}$ is bounded and hence, up to a subsequence, $u_{n}^{*} \rightharpoonup u^{*}$.
Suppose on the contrary; we assume that there exists $\epsilon>0$ for which $\left\|u_{n}^{*}-u^{*}\right\|_{X^{*}}>\epsilon$ (choose a subsequence if necessary). For every $n \in \mathbb{N}$, we can find $\left\{v_{n}\right\} \in X$ with $\left\|v_{n}\right\|<1$ and

$$
\begin{equation*}
\left\langle u_{n}^{*}-u^{*}, v_{n}\right\rangle>\epsilon . \tag{4}
\end{equation*}
$$

Then, $\left\{v_{n}\right\}$ is a bounded sequence and up to a subsequence, $v_{n} \rightharpoonup v,\left\|v_{n}-v\right\|_{L^{t(x)}(\Omega)} \rightarrow$ 0 and $\left\|v_{n}-v\right\|_{L^{z(x)}(\Omega)} \rightarrow 0$. Hence,

$$
\begin{aligned}
&\left|\left\langle u_{n}^{*}-u^{*}, v\right\rangle\right|<\frac{\epsilon}{4}, \quad\left|\left\langle u^{*}, v_{n}-v\right\rangle\right|<\frac{\epsilon}{4} \\
&\left\|v_{n}-v\right\|_{L^{t(x)}}<\frac{\epsilon}{4 K c_{3} M^{t^{-}-1}}, \quad\left\|v_{n}-v\right\|_{L^{z(x)}}<\frac{\epsilon}{4 K c_{4} M^{z^{-}-1}} .
\end{aligned}
$$

It follows that,

$$
\begin{aligned}
\left\langle u_{n}^{*}-u^{*}, v_{n}\right\rangle \leq & \left\langle u_{n}^{*}, v_{n}-v\right\rangle+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \\
\leq & \int_{\mathbb{R}^{N}}\left|u_{n}^{*}(x) \| v_{n}(x)-v(x)\right| d x+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \\
\leq & K\left(c_{3} M^{t^{-}-1}\left\|v_{n}-v\right\|_{L^{t(x)}}+c_{4} M^{z^{-}-1}\left\|v_{n}-v\right\|_{L^{z(x)}}\right) \\
& \quad+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \rightarrow 0,
\end{aligned}
$$

which contradicts (15).
Lemma 3.3. Let $G$ be satisfied. Then $\mathcal{G}$ is a locally Lipschitz functional with compact gradient.

The proof is similar to lemma (3.2).
The next lemma points out the relationship between the critical points of $\mathcal{I}(u)$ and solutions of Problem (2).
Lemma 3.4. Every critical point of the functional $\mathcal{I}$ is a solution of Problem (1).
Proof. Let $u \in X$ be a critical point of $\mathcal{I}(u)=\Phi(u)-\lambda \mathcal{F}(u)-\mu \mathcal{G}(u)+\chi(u)$. Then $u \in \mathcal{B}$ and by definition 2.2

$$
\left\langle\Phi^{\prime} u, v-u\right\rangle+\lambda(-\mathcal{F})^{0}(u ; v-u)+\mu(-\mathcal{G})^{0}\langle u ; v-u\rangle \geq 0, \quad \forall v \in X
$$

Using proposition 2.7 and proposition 2.4, we obtain the desired inequality.

Lemma 3.5. (cf. [19]) Let $\left(F_{1}\right)$ and $\left(F_{3}\right)$ be satisfied. Then, there exists $\hat{u} \in \mathcal{B}$ such that $\mathcal{F}(\hat{u})>0$.

Lemma 3.6. If $\left(F_{2}\right)$ holds, then for any $\lambda \in(0,+\infty)$, the function $\Phi-\lambda \mathcal{F}$ is coercive.
Proof. For $u \in X$ such that $\|u\| \geq 1$
$\mathcal{F}(u)=\int_{\mathbb{R}^{N}} F(x, u) d x \leq \int_{\mathbb{R}^{N}} H\left(|u|^{\alpha(x)}+|u|^{\beta(x)}\right) d x \leq H\left(\|u\|_{L^{\alpha(x)}\left(\mathbb{R}^{N}\right)}^{\alpha^{+}}+\|u\|_{L^{\beta(x)}\left(\mathbb{R}^{N}\right)}^{\beta^{+}}\right)$.
By the embedding theorem for suitable positive constant $c_{5}, c_{6}$ it implies that

$$
\mathcal{F}(u) \leq H\left(c_{5}\|u\|_{X}^{\alpha^{+}}+c_{6}\|u\|_{X}^{\beta^{+}}\right)
$$

Consequently, by using proposition 2.2 , for any $\lambda>0$,

$$
\Phi(u)-\lambda \mathcal{F}(u) \geq \frac{1}{p^{+}}\|u\|_{X}^{p^{-}}-H\left(c_{5}\|u\|_{X}^{\alpha^{+}}+c_{6}\|u\|_{X}^{\beta^{+}}\right)
$$

Since $p^{-}>\min \left\{\alpha^{+}, \beta^{+}\right\}$, it follows that

$$
\lim _{\|u\|+\infty}[\Phi-\lambda \mathcal{F}]=+\infty, \quad \forall u \in X, \lambda \in(0,+\infty)
$$

Theorem 3.7. Let $F_{1}, F_{2}, F_{3}$ are satisfied. Then there exist $\lambda_{1}, \lambda_{2}>0\left(\lambda_{1}<\lambda_{2}\right)$ and $\sigma>0$ such that for every $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ and every $\mathcal{G}$ satisfying $G$, there exists $\mu_{1}>0$ such that for every $\mu \in] 0, \mu_{1}[$ problem (1) admits at least three solutions whose norms are less than $\sigma$.
Proof. Due to Lemma 3.4, we are going to prove the existence of a critical point of functional $\mathcal{I}$. First, we check if $\mathcal{I}$ satisfies the conditions of the nonsmooth three critical points theorem 3.1. It is clear that Lemma 2.6 shows that $\Phi$ satisfies the weakly sequentially lower semicontinuous property and $\Phi^{\prime}$ is of type ( $S_{+}$). Moreover, according to Lemma 3.2, the functional $\mathcal{F}$ is weakly sequentially semicontinuous.
Since Lemma 3.6, implies that $\Phi-\lambda \mathcal{F}$ is coercive on $X$ for all $\lambda \in \Lambda=] 0,+\infty[$, so, the assumption (i) of theorem 3.1, satisfies.

Case 1. Let us assume that $\|u\| \leq 1$.
Set for every $r>0$,

$$
\theta_{1}(r)=\sup \left\{\mathcal{F}(u) ; u \in X, \frac{m_{1}}{p^{-}}\|u\|^{p^{-}} \leq r\right\}
$$

we indicate that

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\theta_{1}(r)}{r}=0 \tag{5}
\end{equation*}
$$

From $\left(F_{1}\right)$, it is follows that for every $\epsilon>0$, there exists $c(\epsilon)>0$ such that for every $x \in \Omega, u \in \mathbb{R}$ and $\xi \in \partial F(x, u)$

$$
\begin{equation*}
|\xi| \leq \epsilon|u|^{t(x)-1}+c(\epsilon)|u|^{z(x)-1} . \tag{6}
\end{equation*}
$$

Applying Lebourgs mean value theorem and using the Sobolev embedding theorem for every $u \in X$, there exist suitable positive constants $c_{7}$ and $c_{8}$

$$
\begin{aligned}
\mathcal{F}(u)=\int_{\mathbb{R}^{N}} F(x, u) d x \leq & \int_{\mathbb{R}^{N}} K\left(|u|^{t(x)}+|u|^{z(x)}\right) d x \leq K\left(\|u\|_{L^{t(x)}\left(\mathbb{R}^{N}\right)}^{t^{+}}+\|u\|_{L^{z(x)}\left(\mathbb{R}^{N}\right)}^{z^{+}}\right) \\
& \leq K c_{7}\left(\|u\|_{X}^{t^{+}}+\|u\|_{X}^{z^{+}}\right) \leq K c_{8}\left(r^{\frac{t^{+}}{p^{-}}}+r^{\frac{z^{+}}{p^{-}}}\right)
\end{aligned}
$$

It follows from $\min \left\{t^{+}, z^{+}\right\}>p^{-}$that

$$
\lim _{r \rightarrow 0^{+}} \frac{\theta_{1}(r)}{r}=0
$$

From Lemma (3.5), $\hat{u} \neq 0$. Hence, in view of (5), there is $r \in \mathbb{R}$ in which $0<r<\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}$,

$$
0<\frac{\theta_{1}(r)}{r}<\frac{\mathcal{F}(\hat{u})}{\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}} .
$$

Choose $\rho_{0}>0$ such that

$$
\begin{equation*}
\theta_{1}(r)<\rho_{0}<\frac{r \mathcal{F}(\hat{u})}{\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}} \tag{7}
\end{equation*}
$$

especially, $\rho_{0}<\mathcal{F}(\hat{u})$.
We claim that

$$
\begin{equation*}
\sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]<r \tag{8}
\end{equation*}
$$

It is obvious that the mapping

$$
\lambda \mapsto \sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]
$$

is upper semicontinuous on $\Lambda$ and

$$
\lim _{\lambda \rightarrow+\infty} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \lim _{\lambda \rightarrow+\infty}\left[\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}+\lambda\left(\rho_{0}-\mathcal{F}(\hat{u})\right)\right]=-\infty
$$

Therefore, there exists $\bar{\lambda} \in \Lambda$ in which

$$
\sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{-}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right]
$$

We consider two cases:
(I) If $\bar{\lambda} \rho_{0}<r$, we obtain

$$
\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{-}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \bar{\lambda} \rho_{0}<r
$$

(II) If $\bar{\lambda} \rho_{0} \geq r$, from (7) we obtain

$$
\begin{aligned}
\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{-}}\right. & \left.+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(\hat{u})\right) \leq \\
& \leq \frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{-}}+\frac{r}{\rho_{0}}\left(\rho_{0}-\mathcal{F}(\hat{u})\right) \leq r
\end{aligned}
$$

We claim that

$$
\begin{equation*}
\inf _{u \in \mathcal{B}} \sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right] \geq r \tag{9}
\end{equation*}
$$

Infact, for every $u \in \mathcal{B}$ there are two cases:
(I) If $\mathcal{F}(u)<\rho_{0}$,

$$
\sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=+\infty
$$

(II) If $\mathcal{F}(u) \geq \rho_{0}$, by (7)

$$
\sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=\Phi(u) \geq \frac{m_{0}}{p^{+}}\|u\|^{p^{+}} \geq r
$$

From (8), (9) and the assumption (ii) of Theorem 3.1, this case verified.

Case 2. Assume that $\|u\| \geq 1$.
Similar to case 1:
Set for every $r>0$

$$
\theta_{2}(r)=\sup \left\{\mathcal{F}(u) ; u \in X, \frac{m_{1}}{p^{-}}\|u\|^{p^{+}} \leq r\right\}
$$

We claim that

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\theta_{2}(r)}{r}=0 \tag{10}
\end{equation*}
$$

In order to Proposition 2.3, for every $u \in X$ by continuous and compact embedding, it implies the existence of $c_{9}$ and $c_{10}$ such that

$$
\begin{aligned}
\mathcal{F}(u)=\int_{\mathbb{R}^{N}} F(x, u) d x \leq & \int_{\mathbb{R}^{N}} K\left(|u|^{t(x)}+|u|^{z(x)}\right) d x \leq K\left(\|u\|_{L^{t(x)}\left(\mathbb{R}^{N}\right)}^{t^{+}}+\|u\|_{L^{z(x)}\left(\mathbb{R}^{N}\right)}^{z^{+}}\right) \\
& \leq K c_{9}\left(\|u\|_{X}^{t^{+}}+\|u\|_{X}^{z^{+}}\right) \leq K c_{10}\left(r^{\frac{t^{+}}{p^{+}}}+r^{\frac{z^{+}}{p^{+}}}\right) .
\end{aligned}
$$

It follows from $\min \left\{t^{+}, z^{+}\right\}>p^{+}$that

$$
\lim _{r \rightarrow 0^{+}} \frac{\theta_{2}(r)}{r}=0
$$

Using Lemma $3.5 \hat{u} \neq 0$, therefore, due to (10), there is some $r \in \mathbb{R}$ such that

$$
0<r<\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{+}}, \quad 0<\frac{\theta_{2}(r)}{r}<\frac{\mathcal{F}(\hat{u})}{\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{+}}}
$$

Let $\rho_{0}>0$ such that

$$
\begin{equation*}
\theta_{2}(r)<\rho_{0}<\frac{r \mathcal{F}(\hat{u})}{\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{+}}} \tag{11}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]<r \tag{12}
\end{equation*}
$$

Because of the mapping

$$
\lambda \mapsto \sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]
$$

is upper semicontinuous on $\Lambda$, so

$$
\lim _{\lambda \rightarrow+\infty} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \lim _{\lambda \rightarrow+\infty}\left[\frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{+}}+\lambda\left(\rho_{0}-\mathcal{F}(\hat{u})\right)\right]=-\infty
$$

Therefore, there exists $\bar{\lambda} \in \Lambda$

$$
\sup _{\lambda \in \Lambda} \inf _{u \in \mathcal{B}}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{+}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right]
$$

We consider two cases:
(I) If $\bar{\lambda} \rho_{0}<r$, we obtain

$$
\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{+}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \bar{\lambda} \rho_{0}<r
$$

(II) If $\bar{\lambda} \rho_{0} \geq r$, from (11) we obtain

$$
\inf _{u \in \mathcal{B}}\left[\frac{m_{1}}{p^{-}}\|u\|^{p^{+}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(u)\right)\right] \leq \frac{m_{1}}{p^{-}}\|\hat{u}\|^{p^{+}}+\bar{\lambda}\left(\rho_{0}-\mathcal{F}(\hat{u})\right) \leq
$$

$$
\leq \frac{1}{p^{-}}\|\hat{u}\|^{p^{+}}+\frac{r}{\rho_{0}}\left(\rho_{0}-\mathcal{F}(\hat{u})\right) \leq r .
$$

Next, we claim that

$$
\begin{equation*}
\inf _{u \in \mathcal{B}} \sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right] \geq r . \tag{13}
\end{equation*}
$$

For every $u \in \mathcal{B}$ two cases can occur:
(I) If $\mathcal{F}(u)<\rho_{0}$ we have

$$
\sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=+\infty .
$$

(II) If $\mathcal{F}(u) \geq \rho_{0}$ we have by (11)

$$
\sup _{\lambda \in \Lambda}\left[\Phi(u)+\lambda\left(\rho_{0}-\mathcal{F}(u)\right)\right]=\Phi(u) \geq \frac{m_{0}}{p^{+}}\|u\|^{p^{-}} \geq r .
$$

For function $\mathcal{G}$ which satisfies (G), it follows from Lemma 3.3, that the functional $\mathcal{G}$ : $X \rightarrow \mathbb{R}$ is locally Lipschitz with weakly sequentially semicontinuous. From Theorem 3.1 there exist $\lambda_{1}, \lambda_{2} \in \Lambda$ (without loss of generality we may assume $0<\lambda_{1}<\lambda_{2}$ ) and $\sigma>0$ with the following property that, for $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ there exists $\mu_{1}>0$ in which: for every $\left.\mu_{1} \in\right] 0, \mu[$, the functional $\Phi-\lambda \mathcal{F}-\mu \mathcal{G}$ admits at least three critical points $u_{0}, u_{1}, u_{2} \in \mathcal{B}$ with $\left\|u_{i}\right\|<\sigma$. So by Lemma $3.4 u_{0}, u_{1}, u_{2}$ are three solutions of the problem (1).

## 4. Three radially symmetric solutions for a differential inclusion problem

In this part we apply Theorem 3.1 to show the existence of at least three radially symmetric solutions for a variational-hemivariational inequality. The main difficulty in studying our problem is that there is no compact embedding of $W_{0}^{1, p(x)}(\Omega)$ to $L^{\infty}\left(\mathbb{R}^{N}\right)$. However, the subspace of radially symmetric functions of $W_{0}^{1, p(x)}\left(\mathbb{R}^{N}\right)$, denoted by $W_{0, r}^{1, p(x)}\left(\mathbb{R}^{N}\right)$ can be embedded compactly into $L^{\infty}\left(\mathbb{R}^{N}\right)$ whenever $N<$ $p^{-} \leq p^{+}<+\infty$.

Choosing $X=W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$ and applying the nonsmooth version of the principle of symmetric criticality we consider the differential inclusion problem

$$
\left\{\begin{array}{l}
-\Delta_{p(x)} u+|u|^{p(x)-2} u \in \lambda \partial a(x) F(x, u)+\mu \partial b(x) G(x, u) \quad \text { on } \mathbb{R}^{N}  \tag{14}\\
u(x) \rightarrow 0 \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

where $\lambda, \mu$ are positive parameters and $F, G: \mathbb{R} \rightarrow \mathbb{R}$ are locally Lipschitz functions. $a, b \in L^{\infty}\left(\mathbb{R}^{N}\right)$, are radially symmetric and $a, b \geq 0$.

Let $O(N)$ be the group of orthogonal linear transformations in $\mathbb{R}^{N}$. We say that a function $l: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is radially symmetric if $l(g x)=l(x)$ for every $g \in O(N)$ and $x \in \mathbb{R}^{N}$. The action of the group $O(N)$ on $W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$ can be defined by $(g u)(x):=$ $u\left(g^{-1} x\right)$, for every $g \in O(N)$ and $u \in W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$. We can define the subspace of radially symmetric functions of $W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$ by

$$
W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)=\left\{u \in W_{0}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right): g u=u, \forall g \in O(N)\right\}
$$

Proposition 4.1. [9] The embedding $W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{N}\right)$, is compact whenever $N<p^{-} \leq p^{+}<+\infty$.

The energy functional $\tilde{\mathcal{I}}: W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ associated to problem (14) is given by

$$
\tilde{\mathcal{I}}=\Phi(u)-\lambda \tilde{\mathcal{F}}(u)-\mu \tilde{\mathcal{G}}(u)+\chi(u)
$$

such that
$\tilde{\mathcal{F}}(u)=\int_{\mathbb{R}^{N}} a(x) F(x, u) d x, \quad \tilde{\mathcal{G}}(u)=\int_{\mathbb{R}^{N}} b(x) G(x, u) d x, \quad \forall u \in W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)$, where $\chi(u)$ is the indicator function of the set $\mathcal{B}$.
By the principle of symmetric criticality of Krawcewicz and Marzantowicz (cf. [22]), $u$ is a critical point of $\mathcal{I}$ if and only if $u$ is a critical point of $\tilde{\mathcal{I}}^{r}=\left.\mathcal{I}\right|_{W_{0, r}^{1, p(\cdot)}\left(\mathbb{R}^{N}\right)}$.
Lemma 4.2. Assuming $\left(F_{1}\right)$ satisfies, $\mathcal{F}: X \rightarrow \mathbb{R}$ will be locally Lipschitz functional and sequentially weakly semicontinuous.
Proof. By similar argument of Lemma 3.2 we show that $\mathcal{F}$ is Lipschitz continuous on each bounded subset of $X$. Let $u, v \in B(0, M)(M>0)$, and $\|u\|,\|u\| \leq 1$. From proposition 2.5 and thanks to proposition 2.3

$$
\begin{aligned}
|\mathcal{F}(u)-\mathcal{F}(v)| \leq & \int_{\mathbb{R}^{N}}|a(x)(F(x, u(x))-F(x, v(x)))| d x \\
\leq & \int_{\mathbb{R}^{N}} K a(x)\left(|u(x)|^{t(x)-1}+|v(x)|^{t(x)-1}+|u(x)|^{z(x)-1}+|v(x)|^{z(x)-1}\right) \\
& \quad \times|u(x)-v(x)| d x \\
\leq & K\|a\|_{\infty}\|u-v\|_{\infty} \int_{\mathbb{R}^{N}}|u(x)|^{t(x)-1} d x+\int_{\mathbb{R}^{N}}|v(x)|^{t(x)-1} d x \\
& \quad+\int_{\mathbb{R}^{N}}|u(x)|^{z(x)-1} d x+\int_{\mathbb{R}^{N}}|v(x)|^{z(x)-1} d x \\
\leq & K\|a\|_{\infty}\|u-v\|_{\infty}\left(\|u\|_{L^{t(x)}}^{t^{-}-1}+\|v\|_{L^{t(x)}}^{t^{-}-1}+\|u\|_{L^{z(x)}}^{z^{-}-1}+\|v\|_{L^{z(x)}}^{z^{-}-1}\right) \\
\leq & K\|a\|_{\infty}\|u-v\|_{X}\left(\|u\|_{X}^{t^{-}-1}+\|v\|_{X}^{t^{-}-1}+\|u\|_{X}^{z^{-}-1}+\|v\|_{X}^{z^{-}-1}\right) \\
\leq & 2 K\|u-v\|_{X}\left(c_{11} M^{t^{-}-1}+c_{12} M^{z^{-}-1}\right)
\end{aligned}
$$

where $c_{11}, c_{12}$ are positive constants.
We show $\partial \mathcal{F}$ is compact. Let $\left\{u_{n}\right\}$ be a sequence in $X$ such that $\left\|u_{n}\right\| \leq M$ and choose $u_{n}^{*} \in \partial \mathcal{F}\left(u_{n}\right) \subseteq \int_{\mathbb{R}^{N}} a(x) \partial F\left(x, u_{n}(x)\right) d x$ for any $n \in \mathbb{N}$. From $\left(F_{1}\right)$ it follows that for any $n \in \mathbb{N}, v \in \mathbb{X}$,

$$
\begin{aligned}
<u_{n}^{*}, v> & \leq \int_{\mathbb{R}^{N}}\left|u_{n}^{*}(x) \| v(x)\right| d x \leq \int_{\mathbb{R}^{N}} K|a(x)|\left(|u(x)|^{t(x)-1}+|u(x)|^{z(x)-1}\right)|v(x)| d x \\
& \leq K\|a\|_{L^{\infty}}\left(c_{13} M^{t^{-}-1}+c_{14} M^{z^{-}-1}\right)\|v\|
\end{aligned}
$$

where $c_{13}, c_{14}$ are positive constants.
Therefore,

$$
\left\|u_{n}^{*}\right\|_{X^{*}} \leq K\|a\|_{L^{\infty}}\left(c_{13} M^{t^{-}-1}+c_{14} M^{z^{-}-1}\right)
$$

The sequence $\left\{u_{n}^{*}\right\}$ is bounded and hence, up to a subsequence, $u_{n}^{*} \rightharpoonup u^{*}$. Suppose on the contrary; there exists $\epsilon>0$ for which $\left\|u_{n}^{*}-u^{*}\right\|_{X^{*}}>\epsilon$ (choose a subsequence if necessary). For every $n \in \mathbb{N}$, we can find $v_{n} \in X$ with $\left\|v_{n}\right\|<1$ and

$$
\begin{equation*}
\left\langle u_{n}^{*}-u^{*}, v_{n}\right\rangle>\epsilon . \tag{15}
\end{equation*}
$$

Then, $\left\{v_{n}\right\}$ is a bounded sequence and up to a subsequence, $\left\{v_{n}\right\}$ be a sequence in $W_{r, 0}^{1, p(\cdot)}(\Omega)$ which converges weakly to $v \in W_{r, 0}^{1, p(\cdot)}(\Omega)$. By proposition 4.1, $v_{n} \rightarrow v$ strongly in $L^{\infty}(\Omega)$. Therefore,

$$
\left|\left\langle u_{n}^{*}-u^{*}, v\right\rangle\right|<\frac{\epsilon}{4}, \quad\left|\left\langle u^{*}, v_{n}-v\right\rangle\right|<\frac{\epsilon}{4}, \quad\left\|v_{n}-v\right\|_{L^{\infty}}<\frac{\epsilon}{2 K\|a\|_{L^{\infty}}\left(c_{3} M^{t^{-}-1}+c_{4} M^{z^{-}-1}\right)}
$$

It follows that,

$$
\begin{aligned}
& \left\langle u_{n}^{*}-u^{*}, v_{n}\right\rangle \leq\left\langle u_{n}^{*}, v_{n}-v\right\rangle+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \\
& \leq \int_{\mathbb{R}^{N}}\left|u_{n}^{*}(x) \| v_{n}(x)-v(x)\right| d x+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \\
& \leq K\|a\|_{L^{\infty}}\left(c_{13} M^{t^{-}-1}+c_{14} M^{z^{-}-1}\right)\left\|v_{n}-v\right\|_{L^{\infty}} \\
& \quad \quad+\left\langle u_{n}^{*}-u^{*}, v\right\rangle+\left\langle u^{*}, v-v_{n}\right\rangle \rightarrow 0
\end{aligned}
$$

which contradicts (15).
Lemma 4.3. If $G$ satisfies, then $\mathcal{G}$ is a locally Lipschitz functional with compact gradient.

The proof is similar to Lemma (4.2).
Lemma 4.4. If $\left(F_{2}\right)$ holds, then for any $\lambda \in(0,+\infty)$, the function $\Phi-\lambda \mathcal{F}$ is coercive.
Proof. For $u \in X$ such that $\|u\| \geq 1$

$$
\begin{aligned}
\mathcal{F}(u) & =\int_{\mathbb{R}^{N}} a(x) F(x, u) d x \leq \int_{\mathbb{R}^{N}} H|a(x)|\left(|u|^{\alpha(x)}+|u|^{\beta(x)}\right) d x \\
& \leq H\|a\|_{L^{\infty}}\left(\|u\|_{L^{\alpha(x)}\left(\mathbb{R}^{N}\right)}^{\alpha^{+}}+\|u\|_{L^{\beta(x)}\left(\mathbb{R}^{N}\right)}^{\beta^{+}}\right) .
\end{aligned}
$$

By the embedding theorem for suitable positive constant $c_{15}, c_{16}$

$$
\mathcal{F}(u) \leq H\|a\|_{L^{\infty}}\left(c_{15}\|u\|_{X}^{\alpha^{+}}+c_{16}\|u\|_{X}^{\beta^{+}}\right)
$$

Hence, from Proposition 2.2, for any $\lambda>0$,

$$
\Phi(u)-\lambda \mathcal{F}(u) \geq \frac{1}{p^{+}}\|u\|_{X}^{p^{-}}-H\|a\|_{L^{\infty}}\left(c_{15}\|u\|_{X}^{\alpha^{+}}+c_{16}\|u\|_{X}^{\beta^{+}}\right) .
$$

Since $p^{-}>\min \left\{\alpha^{+}, \beta^{+}\right\}$, it implies that

$$
\lim _{\|u\| \rightarrow+\infty}[\Phi-\lambda \mathcal{F}]=+\infty, \quad \forall u \in X, \lambda \in(0,+\infty)
$$

Theorem 4.5. Let $a, b \in L^{\infty}(\Omega)$ be two radial functions and $F_{1}, F_{2}, F_{3}$ are satisfied. Then there exist $\lambda_{1}, \lambda_{2}>0\left(\lambda_{1}<\lambda_{2}\right)$ and $\tilde{\sigma}>0$ such that for every $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ and every $\mathcal{G}$ satisfying $G$, there exists $\mu_{1}>0$ such that for every $\left.\mu \in\right] 0, \mu_{1}[$ problem (14) admits at least three distinct, radially symmetric solutions whose norms are less than $\tilde{\sigma}$.

Proof. Case 1. Let us assume that $\|u\|<1$.
Put for every $r>0$,

$$
\theta_{1}(r)=\sup \left\{\mathcal{F}(u) ; u \in X, \frac{m_{1}}{p^{-}}\|u\|^{p^{-}} \leq r\right\}
$$

we prove that

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\theta_{1}(r)}{r}=0 \tag{16}
\end{equation*}
$$

In view of $\left(F_{1}\right)$, it is follows that for every $\epsilon>0$, there exists $c(\epsilon)>0$ such that for every $x \in \mathbb{R}^{N}, u \in \mathbb{R}$ and $\xi \in \partial F(x, u)$

$$
\begin{equation*}
|\xi| \leq \epsilon|u|^{t(x)-1}+c(\epsilon)|u|^{z(x)-1} \tag{17}
\end{equation*}
$$

Applying Lebourgs mean value theorem and using the Sobolev embedding theorem for every $u \in X$, there exist suitable positive constants $c_{17}$ and $c_{18}$

$$
\begin{aligned}
\mathcal{F}(u) & =\int_{\mathbb{R}^{N}} F(x, u) d x \leq \int_{\mathbb{R}^{N}} K a(x)\left(|u|^{t(x)}+|u|^{z(x)}\right) d x \\
& \leq K\|a\|_{L^{\infty}}\left(\|u\|_{L^{t(x)}\left(\mathbb{R}^{N}\right)}^{t^{+}}+\|u\|_{L^{z(x)}\left(\mathbb{R}^{N}\right)}^{z^{+}}\right) \\
& \leq K\|a\|_{L^{\infty} c_{17}}\left(\|u\|_{X}^{t^{+}}+\|u\|_{X}^{z^{+}}\right) \leq K\|a\|_{L^{\infty} c_{18}\left(r^{\frac{t^{+}}{p-}}+r^{\frac{z^{+}}{p^{-}}}\right)} .
\end{aligned}
$$

By using $\min \left\{t^{+}, z^{+}\right\}>p^{-}$we conclude that

$$
\lim _{r \rightarrow 0^{+}} \frac{\theta_{1}(r)}{r}=0
$$

The remainder proof for the existence of three radially symmetric solutions of problem (14) is similarly to Theorem 3.7.
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# Łukasiewicz Implication Prealgebras 

Aldo V. Figallo and Gustavo Pelaitay


#### Abstract

In this paper we revise the Łukasiewicz implication prealgebras which we will call Łukasiewicz $I$-prealgebras to sum up. They were used by Antonio Jesús Rodríguez Salas on his doctoral thesis under the name of Sales prealgebras. These structures are a natural generalization of the notion of $I$-prealgebras, introduced by A. Monteiro in 1968 aiming to study using algebraic techniques the $\{\rightarrow\}$-fragment of the three-valued Łukasiewicz propositional calculus. The importance of Łukasiewicz $I$-prealgebras focuses on the fact that from these structures we can directly prove that Lindembaun-Tarski algebra in the $\{\rightarrow\}$ fragment of the infinite-valued Łukasiewicz implication propositional calculus is a Łukasiewicz residuation BCK-algebra in the sense of Berman and Blok [1]. This last result is indicated without a proof on Komori's paper ([8]) and it is suggested on his general lines on the Rodriguez Salas thesis.
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## 1. Introduction and preliminaries

In 1982, A. Iorgulescu said that she came up with the idea of the $I$-prealgebras after reading about preboolean sets in $[11,12]$ and about Nelson algebras and Łukasiewicz algebras in [10], on one side, and about $I$-algebras [13]. For details please go to [7].

On the other hand, in 1980, A. Monteiro introduced a particular class of $I$ prealgebras. In this paper, we will use Monteiro therminology.

In 1930 Łukasiewicz considered the matrix $\mathrm{L}_{n+1}=\left\langle C_{n+1}, \rightarrow, \sim, D\right\rangle$ and $\mathrm{£}=$ $\langle[0,1], \rightarrow, \sim, D\rangle$, where:
(i) $C_{n+1}=\left\{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{n-1}{n}, 1\right\}, n$ is a positive integer and $[0,1]$ is the real interval;
(ii) If $p, q \in C_{n+1}$ or $p, q \in[0,1]$, then the implication, $\rightarrow$, is defined by the formula $p \rightarrow q=\min \{1,1-p+q\}$, the negation, $\sim$, by $\sim p=1-p$; and
(iii) $D=\{1\}$ is the set of designated elements.

For the ones interested in focusing on the many algebraization of the Lukasiewicz propositional calculus, we recommend reading the important book [2] indicated in the references section.

In the following, we will denote with $(n+1)-\mathrm{IL}, n \geq 1$, and with $\omega$-IE to the propositional calculus determined by the implicative parts of $\mathrm{E}_{n+1}$ and $£$ respectively.

In 1956, Rose [16] indicated an axiomatization of the $\omega-\mathrm{IL}$, where he proved the substitution rules, the modus ponens and the axioms:
(C1) $p \rightarrow(q \rightarrow p)$,

[^1](C2) $(p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r))$,
(C3) $((p \rightarrow q) \rightarrow q) \rightarrow((q \rightarrow p) \rightarrow p)$,
(C4) $((p \rightarrow q) \rightarrow(q \rightarrow p)) \rightarrow(q \rightarrow p)$,
are sufficient. On the same article adding the axiom scheme:
(C5) $\left(\left(x \rightarrow_{n} y\right) \rightarrow x\right) \rightarrow x$,
determined an axiomatization of the $(n+1)-\mathrm{IL}$, where
(Ab1) $p \rightarrow_{0} q=q$ and $p \rightarrow_{n+1} q=p \rightarrow\left(p \rightarrow_{n} q\right)$, for $n=0,1,2 \ldots$.
In [9] Monteiro, with the purpose of studying the 3-IE with algebraic techniques, introduced the concepts of $I_{3}$-prealgebras and 3 -valued Lukasiewicz implication algebra. The results obtained by this author were exposed in 1968 in a course given at Universidad Nacional del Sur but they have not been published yet.

On this work, we take our research based on the algebraization method proposed by Monteiro, who has shown his excellent studies on many propositional calculus. To begin with, we consider the $I$-prealgebras and then the $I_{n+1}$-prealgebras, as generalizations of the $I_{3}$-prealgebras of Monteiro and we redo some proofs of the properties needed for the rest of the work exposed here, indicated by Monteiro in [9]. In particular, we concentrate on those properties in which the axiom referring to the $n$-valence, of the Definition 4.1, does not take place here.

## 2. Łukasiewicz $I$-prealgebras

Definition 2.1. The system $\langle A, \rightarrow, D\rangle$ is a Lukasiewicz implication prealgebra (or Łukasiewicz $I$-prealgebra) if we verify:
(i) $\langle A, \rightarrow\rangle$ is an algebra of type 2 ,
(ii) $D$ is a non-empty subset of $A$ such that for every $p, q, r \in D$ the conditions are verified:
(R1) $p \rightarrow(q \rightarrow p) \in D$,
(R2) $(p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r)) \in D$,
(R3) $(p \vee q) \rightarrow(q \vee p) \in D$,
(R4) $(p \rightarrow q) \vee(q \rightarrow p) \in D$, where $(\mathrm{Ab} 2) p \vee q=(p \rightarrow q) \rightarrow q$.
And the modus ponens rule:
(MP) $\frac{p \in D, p \rightarrow q \in D}{q}$,

## Example 2.1.

(i) If $\langle A, \rightarrow\rangle$ is an algebra of type 2, then $\langle A, \rightarrow, A\rangle$ is an Lukasiewicz $I$-prealgebra.
(ii) The matrix $\left\langle C_{n+1}, \rightarrow,\{1\}\right\rangle, n \geq 1$, and $\langle[0,1], \rightarrow,\{1\}\rangle$ are Łukasiewicz $I$ - prealgebras.
(iii) If $\langle\operatorname{For}(G), \rightarrow\rangle$ is an algebra of type 2 absolutely free and $\mathcal{T}$ is the set of the thesis of the $\omega$-Iモ, then $\langle\operatorname{For}(G), \rightarrow, \mathcal{T}\rangle$ is an Łukasiewicz $I$-prealgebra.
Throughout this section $A$ is the underlying set of the $I$-prealgebra $\langle A, \rightarrow, D\rangle$.
Definition 2.2. Let $\langle A, \rightarrow, D\rangle$ be a Łukasiewicz $I$-prealgebra. Let $p, q \in A$, we say that $p \preceq q$ if $p \rightarrow q \in D$.

Lemma 2.1. Let $\langle A, \rightarrow, D\rangle$ be a Łukasiewicz I-prealgebra. Then the following properties are verified:
(I1) If $p \preceq q$ and $q \preceq r$ then $p \preceq r$.
(I2) If $d \in D$ and $p \in A$, then $p \preceq d$.
(I3) $(q \rightarrow p) \rightarrow r \preceq p \rightarrow r$.
(I4) $p \preceq q \vee p$.
(I5) $q \preceq q \vee p$.
(I6) $(q \vee r) \rightarrow s \preceq q \rightarrow s$.
(I7) $(q \vee r) \rightarrow(p \rightarrow r) \preceq q \rightarrow(p \rightarrow r)$.
(I8) $p \rightarrow(q \rightarrow r) \preceq(q \vee r) \rightarrow(p \rightarrow r)$.
(I9) $p \rightarrow(q \rightarrow r) \preceq q \rightarrow(p \rightarrow r)$.
(I10) $p \rightarrow(q \rightarrow p) \preceq q \rightarrow(p \rightarrow p)$.
(I11) $q \preceq(p \rightarrow p)$.
(I12) $p \preceq p$.
(I13) $q \rightarrow r \preceq(p \rightarrow q) \rightarrow(p \rightarrow r)$.
(I14) If $q \preceq r$, then $p \rightarrow q \preceq p \rightarrow r$.
Proof. (I1):
(1) $p \rightarrow q \in D$,
(2) $q \rightarrow r \in D$,
(3) $p \rightarrow r \in D$,
$[(1),(2), \mathrm{R} 2, \mathrm{MP}]$
(4) $p \preceq r$.
[(3), Definition 2.2]
(I2):
(1) $d \in D$ and $p \in A$,
(2) $d \rightarrow(p \rightarrow d) \in D$,
(3) $p \rightarrow d \in D$.
$[(1),(2), \mathrm{MP}]$
(4) $p \preceq d$.
[(3), Definition 2.2]
(I3):
(1) $p \rightarrow(q \rightarrow p) \in D$,
[R1]
(2) $(p \rightarrow(q \rightarrow p)) \rightarrow(((q \rightarrow p) \rightarrow r) \rightarrow(p \rightarrow r)) \in D$,
[R2]
(3) $((q \rightarrow p) \rightarrow r) \rightarrow(p \rightarrow r) \in D$.
$[(1),(2), \mathrm{MP}]$
(4) $(q \rightarrow p) \rightarrow r \preceq p \rightarrow r$.
[(3), Definition 2.2]
(I4):
(1) $p \rightarrow((q \rightarrow p) \rightarrow p) \in D$,
[R1]
(2) $p \rightarrow(q \vee p) \in D$,
[(1), Ab2]
(3) $p \preceq q \vee p$.
[(2), Definition 2.2]
(I5):
(1) $p \preceq q \vee p$,
(2) $q \vee p \preceq p \vee q$,
[R3, Definition 2.2]
(3) $p \preceq p \vee q$.
(I6):
(1) $(q \rightarrow(q \vee r)) \rightarrow(((q \vee r) \rightarrow s) \rightarrow(q \rightarrow s)) \in D$,
[R2, Definition 2.2]
(2) $q \rightarrow(q \vee r) \in D$,
[(I5), Definition 2.2]
(3) $((q \vee r) \rightarrow s) \rightarrow(q \rightarrow s) \in D$,
[(2), (1), Definition 2.2, R2, MP]
(4) $(q \vee r) \rightarrow s \preceq q \rightarrow s$.
[(3), Definition 2.2]
(I7):
We obtained it replacing $s$ by $p \rightarrow r$ in (I6).
(I8):
(1) $(p \rightarrow(q \rightarrow r)) \rightarrow(((q \rightarrow r) \rightarrow r) \rightarrow(p \rightarrow r)) \in D$,
(2) $p \rightarrow(q \rightarrow r) \preceq(q \vee r) \rightarrow(p \rightarrow r)$.
(I9):
(1) $p \rightarrow(q \rightarrow r) \preceq((q \vee r)) \rightarrow(p \rightarrow r)$,
(2) $(q \vee r) \rightarrow(p \rightarrow r) \preceq q \rightarrow(p \rightarrow r)$,
(3) $p \rightarrow(q \rightarrow r) \preceq q \rightarrow(p \rightarrow r)$.
$[(1),(2),(\mathrm{I} 1)]$
(I10):
We get this result substituting $r$ for $p$ in (I9).
(I11):
(1) $(p \rightarrow(q \rightarrow p)) \rightarrow(q \rightarrow(p \rightarrow p)) \in D$,
[Definition 2.2, (I10)]
(2) $q \rightarrow(p \rightarrow p) \in D$.
[(1), R1, MP]
(I12):
(1) $(p \rightarrow(q \rightarrow p)) \rightarrow(p \rightarrow p) \in D$,
[(I11)]
(2) $p \rightarrow p \in D$.
[(1), R1, MP]
(I13):
(1) $((p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r))) \rightarrow((q \rightarrow r) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow r))) \in D$, (I9)]
(2) $(p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r)) \in D$,
[R2]
(3) $(q \rightarrow r) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow r)) \in D$.
$[(2),(1), \mathrm{MP}]$
(I14):
(1) $q \rightarrow r \in D$,
[hip.]
(2) $(p \rightarrow q) \rightarrow(p \rightarrow r) \in D$,
[(1), (I13), MP]
(3) $p \rightarrow q \preceq p \rightarrow r$.
[(2), Definition 2.2]

Theorem 2.2. $\langle A, \preceq\rangle$ is a quasiorder set.
Proof. The proof is followed by (I1) and (I12).
Definition 2.3. Let $\langle A, \rightarrow, D\rangle$ be a Lukasiewicz $I$-prealgebra. Let $p, q \in A$. We will say that $p \equiv q$ if $p \preceq q$ and $q \preceq p$.
Theorem 2.3. The relation $\equiv$ has the following properties:
(i) $p \preceq q$ and $q \equiv r$ imply $p \preceq r$,
(ii) $p \preceq q$ and $p \equiv s$ imply $s \preceq q$,
(iii) $p \preceq q, ~ p \equiv s$ and $q \equiv r$ imply $s \preceq r$.

Proof. The proof is followed by (I1).
Theorem 2.4. The relation $\equiv$ is compatible with the operation $\rightarrow$.
(i) If $p \equiv q$ then $p \rightarrow r \equiv q \rightarrow r$ :
(1) $p \rightarrow q \in D$,
[hip.]
(2) $(p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r)) \in D$,
(3) $(q \rightarrow r) \rightarrow(p \rightarrow r) \in D$,
$[(1),(2), \mathrm{MP}]$
(4) $q \rightarrow r \preceq p \rightarrow r$,
[(3), Definition 2.2]
In an analogous way, we can prove that:
(5) $p \rightarrow r \preceq q \rightarrow r$.
(ii) If $p \equiv q$ then $r \rightarrow p \equiv r \rightarrow q$ :
(1) $p \rightarrow q \in D$,
(2) $(p \rightarrow q) \rightarrow((r \rightarrow p) \rightarrow(r \rightarrow q)) \in D$,
(3) $(r \rightarrow p) \rightarrow(r \rightarrow q) \in D$,
$[(1),(2), \mathrm{MP}]$
(4) $r \rightarrow p \preceq r \rightarrow q$,
[(3), Definition 2.2]

Similarly, we show that:
(5) $r \rightarrow q \preceq r \rightarrow p$.

Theorem 2.5. If $t \in D$ then $[t]=D$, where $[t]=\{p \in A: p \equiv t\}$.
(i) $D \subseteq[t]$ :

Indeed, let $d$ be an element of $D$, then

| (1) $t \in D$, | [hip.] |
| :--- | ---: |
| (2) $d \in D$, | [hip.] |
| (3) $d \rightarrow t \in D$, | $[(1)$, (I2)] |
| (4) $t \rightarrow d \in D$, | $[(2)$, (I2)] |
| (5) $d \preceq t$, | $[(3)$, Definition 2.2] |
| (6) $t \preceq d$, | $[(4)$, Definition 2.2] |
| (7) $d \equiv t$, | $[(5),(6)$, Definition 2.3] |
| (8) $d \in[t]$, | $[(7)]$ |
| (9) $D \subseteq[t]$, | $[(2),(8)]$ |

(ii) $[t] \subseteq D$ :

Indeed:
(1) $p \in[t]$, [hip.]
(2) $p \equiv t$,
(3) $t \rightarrow p \equiv t \rightarrow t$,
[(2), Theorem 2.4 (ii)]
(4) $t \rightarrow p \in D$,
[(3), (I12)]
(5) $t \in D$,
(6) $p \in D$.
(7) $[t] \subseteq D$.

## 3. Łukasiewicz $I$-prealgebras of the Lindenbaum-Tarski algebras

As a consequence of Theorem 2.4 we can explain the quotient set. If $[p] \rightarrow[q]=$ [ $p \rightarrow q$ ] and $D=\mathbf{1}$, then $\langle A / \equiv, \rightarrow, \mathbf{1}\rangle$ is an algebra of type $(2,0)$.

Definition 3.1. The algebra $\langle A / \equiv, \rightarrow, \mathbf{1}\rangle$ is called the Lindenbaum-Tarski algebra of the Łukasiewicz $I$-prealgebra $\langle A, \rightarrow, D\rangle$.

With the intention of indicating important properties of the Lindenbaum-Tarski algebra we previously noted a list of additional properties valid in every Łukasiewicz $I$-prealgebra:

Lemma 3.1. Let $\langle A, \rightarrow, D\rangle$ be a Łukasiewicz $I$-prealgebra. Then the following properties can be verified:
(I15) $q \vee q \equiv q$
(I16) $(q \rightarrow r) \rightarrow(p \rightarrow r)) \preceq(p \vee r) \rightarrow(q \vee r)$.
(I17) $p \rightarrow q \preceq(p \vee r) \rightarrow(q \vee r)$.
(I18) $p \rightarrow r \preceq(p \vee q) \rightarrow(r \vee q)$.
(I19) $p \rightarrow q \preceq(r \vee p) \rightarrow(r \vee q)$.
(I20) $q \rightarrow r \preceq(r \vee q) \rightarrow(r \vee r)$.
Proof. (I15):
(1) $q \rightarrow((q \rightarrow q) \rightarrow q) \in D$,
(2) $q \rightarrow(q \vee q) \in D$,
(3) $(q \rightarrow q) \rightarrow((q \rightarrow q) \vee q) \in D$,
[(I5), Definition 2.3]
(4) $(q \rightarrow q) \rightarrow((q \rightarrow q) \rightarrow((q \rightarrow q) \vee q)) \in D$,
[(2), (I2)
(5) $(q \rightarrow q) \vee q \in D$,
[(4), (I12), MP]
(6) $((q \rightarrow q) \rightarrow q) \rightarrow q \in D$,
[(5), Ab2]
(7) $(q \vee q) \rightarrow q \in D$,
$[(6), \mathrm{Ab} 2]$
(8) $q \vee q \equiv q$.
[(2), (7), Definition 2.3]
(I16):
(1) $((q \rightarrow r) \rightarrow(p \rightarrow r)) \rightarrow(((p \rightarrow r) \rightarrow r) \rightarrow((q \rightarrow r) \rightarrow r)) \in D$,
[R2]
(2) $((q \rightarrow r) \rightarrow(p \rightarrow r)) \rightarrow((p \vee r) \rightarrow(q \vee r)) \in D$.
[(1), Ab2]
(3) $(q \rightarrow r) \rightarrow(p \rightarrow r)) \preceq(p \vee r) \rightarrow(q \vee r)$.
[(2), Definition 2.2]
(I17):
(1) $p \rightarrow q \preceq(q \rightarrow r) \rightarrow(p \rightarrow r)$,
[R2, Definition 2.2]
(2) $(p \vee r) \rightarrow(q \vee r) \in D$,
[R3]
(3) $(q \rightarrow r) \rightarrow(p \rightarrow r) \preceq(p \vee r) \rightarrow(q \vee r)$,
[(2), (I2), Definition 2.2]
(4) $p \rightarrow q \preceq(p \vee r) \rightarrow(q \vee r)$.
[(1), (3), (I1)]
(I18):
Comes from (I3) replacing $q$ by $r$ and $r$ by $q$.
(I19):
(1) $p \vee r \equiv r \vee p$,
[R3, Definition 2.2, Definition 2.3]
(2) $q \vee r \equiv r \vee q$,
[R3, Definition 2.2, Definition 2.3]
(3) $p \rightarrow q \preceq(q \rightarrow r) \rightarrow(p \rightarrow r)$,
[R2, Definition 2.2]
(4) $(q \rightarrow r) \rightarrow(p \rightarrow r) \preceq((p \vee r) \rightarrow r) \rightarrow((q \rightarrow r) \rightarrow r)$,
[R2, Definition 2.2]
(5) $p \rightarrow q \preceq(p \vee r) \rightarrow(q \vee r)$,
$[(3),(4),(\mathrm{I} 1), \mathrm{Ab} 2]$
(6) $(p \vee r) \rightarrow(q \vee r) \equiv(r \vee p) \rightarrow(q \vee r)$
[(1), Theorem 2.4]
$\equiv(r \vee p) \rightarrow(r \vee q)$,
[(2), Theorem 2.4]
(7) $p \rightarrow q \preceq(r \vee p) \rightarrow(r \vee q)$.
[(5), (6), Theorem 2.3]
(I20):
Results from (I19) substituting $p$ for $q$ and $q$ for $r$.
Now we can analyze the order given by the algebra $A / \equiv$. For that we give some results.

Definition 3.2. Let $p, q \in A ;[p] \leq[q]$ if and only if $p \preceq q$.
The pair $\langle A / \equiv, \leq\rangle$ is an ordered set which has the properties mentioned in Theorem 3.2.

Theorem 3.2. $\langle A / \equiv, \leq\rangle$ is an ordered set with a last element 1. Besides, it is a join-lattice where the greatest of the elements $[p]$ and $[q]$ is $[p] \vee[q]=[p \vee q]$.

Proof. (i) $\leq$ is an order: It is a consequence of Theorem 2.2 and the Definition 2.3.
(ii) $[p] \leq \mathbf{1}$, for every $p \in A$ : Let $p \in A$, then:
(1) It exists $t \in D$,
[Definition 2.1
(2) $p \rightarrow t \in D$,
[(I2), Definition 2.2]
(3) $p \rightarrow(p \rightarrow t) \in D$,
(4) $[p \rightarrow t]=\mathbf{1}$
[(2), (I2), Definition 2.2]
(5) $[p] \leq \mathbf{1}$.
[(2), Theorem 2.5]
(iii) $[p \vee q]$ is the supremum of $[p]$ and $[q]$ : Indeed, we can verify:
(s1) $p \preceq p \vee q$,
(s2) $q \preceq p \vee q$,
(s3) $p \preceq r$ and $q \preceq r$ imply $p \vee q \preceq r$ :
(1) $p \preceq r$,
[hip.]
(2) $q \preceq r$,
(3) $p \vee q \preceq r \vee q$,
(4) $r \vee q \preceq r \vee r$,
(5) $r \vee r \equiv r$,
(6) $p \vee q \preceq r$.
[hip.]
[(1), (I18), Definition 2.2, MP]
[(2), (I20), Definition 2.2, MP]
[(I1)]
[(3), (4), (5), (I1), Definition 2.2, Theorem 2.3]

On the other hand, we verify:
Theorem 3.3. The Lindenbaum-Tarski algebra of the Lukasiewicz I-prealgebra $\langle A, \rightarrow, D\rangle$ satisfy the properties:
(W1) $1 \rightarrow x=x$,
(W2) $x \rightarrow(y \rightarrow x)=1$,
(W3) $(x \rightarrow y) \rightarrow((y \rightarrow z) \rightarrow(x \rightarrow z))=1$,
(W4) $(x \rightarrow y) \rightarrow y=(y \rightarrow x) \rightarrow x$,
(W5) $((x \rightarrow y) \rightarrow(y \rightarrow x)) \rightarrow(y \rightarrow x)=1$.
This is, the Lukasiewicz $I$-prealgebras of the Lindenbaum-Tarski algebras are the algebras that satisfy the identities $\mathrm{W} 1, \ldots$, W5.

From the third of Example 2.1 and the Theorem 3.3 we get a proof that the Lindenbaum-Tarski algebra of the $\omega-\mathrm{IL}$ is a Łukasiewicz residuation algebra [1].

## 4. Lukasiewicz $I_{n+1}$-prealgebras

In this section, we will analize a particular class of Łukasiewicz $I$-prealgebras.
Definition 4.1. A Łukasiewicz $I$-prealgebra $\langle A, \rightarrow, D\rangle$ is a Łukasiewicz $I_{n+1}$ - prealgebra if for every $p, q \in A$ the following property is verified:
(R5) $\left(p \rightarrow_{n} q\right) \vee p \in D$.
Onwards, to sum up, we write
(Ab3) $p \mapsto q=p \rightarrow_{n} q$,
The operation $\mapsto$, which we will call weak implication, defined in (Ab3), has the following properties.

Theorem 4.1. In very Lukasiewicz $I_{n+1}$-prealgebra $\langle A, \rightarrow, D\rangle$ we verify:
(DR1) $p \mapsto(q \mapsto p) \in D$,
(DR2) $(p \mapsto(q \mapsto r)) \mapsto((p \mapsto q) \mapsto(p \mapsto r)) \in D$,
(DR3) $((p \mapsto q) \mapsto p) \mapsto p \in D$.
The proof of the Theorem 4.1 is a consequence of the following properties:
Lemma 4.2. For every Lukasiewicz $I_{n+1}-$ prealgebra $\langle A, \rightarrow, D\rangle$ the following properties are verified:
(a) $p \rightarrow(q \rightarrow r) \equiv q \rightarrow(p \rightarrow r)$
(b) $p \rightarrow(q \mapsto p) \in D$.
(c) $p \mapsto(q \mapsto p) \in D$.
(d) $(p \mapsto q) \rightarrow p \equiv p$.
(e) $(p \mapsto q) \mapsto p \equiv p$.
(f) $\quad((p \mapsto q) \mapsto p) \mapsto p \in D$.
(g) $p \rightarrow(p \mapsto q) \equiv p \mapsto q$.
(h) $p \mapsto(p \mapsto q) \equiv p \mapsto q$.
(i) $p \mapsto(q \rightarrow r) \equiv q \rightarrow(p \mapsto r)$.
(j) $p \mapsto(q \mapsto r) \equiv q \mapsto(p \mapsto r)$.
(k) $p \rightarrow q \preceq p \mapsto q$.
(l) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \mapsto r)$.
(ll) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \mapsto(p \mapsto r)$.
(m) $p \mapsto(q \mapsto r) \preceq(p \mapsto q) \mapsto(p \mapsto r)$.

Proof. (a) The proof is adjacent to (I9) and the Definition 2.3.
(b)
(1) $p \rightarrow(q \rightarrow p) \in D$,
[R1]
(2) $q \rightarrow(p \rightarrow(q \rightarrow p)) \in D$,
[(1), (I2)]
(3) $p \rightarrow(q \rightarrow(q \rightarrow p)) \in D$,
$[(2),(\mathrm{I} 9), \mathrm{MP}]$
(4) $p \rightarrow\left(q \rightarrow_{2} p\right) \in D$.
$[(3), \mathrm{Ab} 1]$
If $n=2$, the proof is done. On the contrary:
(5) $q \rightarrow\left(p \rightarrow\left(q \rightarrow_{2} p\right)\right) \in D$,
[(4), (I2)
(6) $p \rightarrow\left(q \rightarrow\left(q \rightarrow_{2} p\right)\right) \in D$,
[(5), (I9), MP
(7) $p \rightarrow\left(q \rightarrow_{3} p\right) \in D$.
$[(6), \mathrm{Ab} 1]$
Repeating the process, we obtain:

$$
p \rightarrow(q \mapsto p) \in D
$$

(c) It is a consequence of (b) and of Ab 3 .
(d)
(1) $((p \mapsto q) \rightarrow p) \rightarrow p \in D$,
[R5, Ab3, Ab2]
(2) $p \rightarrow((p \mapsto q) \rightarrow p) \in D$,
(3) $(p \mapsto q) \rightarrow p \equiv p$.
[(1), (2), Definition 2.2]
(e)
(1) $(p \mapsto q) \rightarrow p \equiv p$,
[(d)]
(2) $(p \mapsto q) \rightarrow((p \mapsto q) \rightarrow p) \equiv(p \mapsto q) \rightarrow p$,
[(1), Theorem 2.4]
$\equiv p$
[(1)]
(3) $(p \mapsto q) \rightarrow_{2} p \equiv p$.
[(2), Ab3]
If $n=2$ the proof is finished, if $n \geq 3$ repeating the process we get to:
(j) $(p \mapsto q) \rightarrow_{n} p \equiv p$,
$(\mathrm{j}+1)(p \mapsto q) \mapsto p \equiv p$.
[(j), Ab3]
(f)
(1) $(p \mapsto q) \mapsto p \equiv p$,
(2) $((p \mapsto q) \mapsto p) \rightarrow p \equiv p \rightarrow p$,
[(1), Theorem 2.4]
(3) $((p \mapsto q) \mapsto p) \rightarrow p \in D$,
[(2), (I12), Definition 2.2]
(4) $((p \mapsto q) \mapsto p) \rightarrow(((p \mapsto q) \mapsto p) \rightarrow p) \in D$,
$[(3),(\mathrm{I} 2)]$
(5) $((p \mapsto q) \mapsto p) \rightarrow_{2} p \in D$.
[(4), Ab3]
If $n=2$ the proof is finished. If not, repeating the process we get to:
(1) $((p \mapsto q) \mapsto p) \rightarrow_{n} p \in D$,
$(\mathrm{l}+1) \quad((p \mapsto q) \mapsto p) \mapsto p \in D$.
[(1), Ab3]
(g)
(1) $((p \mapsto q) \rightarrow p) \rightarrow p \in D$,
[R5, Ab2]
(2) $(p \rightarrow(p \mapsto q)) \rightarrow(p \mapsto q) \in D$,
[(1), R3, MP]
(3) $p \rightarrow(p \mapsto q) \preceq p \mapsto q$,
[(2), Definition 2.2]
(4) $p \mapsto q \preceq p \rightarrow(p \mapsto q)$,
[R1, Definition 2.2]
(5) $p \rightarrow(p \mapsto q) \equiv p \mapsto q$.
[(3), (4), Definition 2.3]
(h)
(1) $p \rightarrow(p \mapsto q) \equiv p \mapsto q$,
[(g)]
(2) $\begin{aligned} p \rightarrow(p \rightarrow(p \mapsto q)) & \equiv p \rightarrow(p \mapsto q) \\ & \equiv p \mapsto q,\end{aligned}$
[(1), Theorem 2.4]
[(g)]
(3) $p \rightarrow_{2}(p \mapsto q) \equiv p \mapsto q$.
$[(2), \mathrm{Ab} 1]$
If $n=2$ the proof is finished. If not, repeating the process, we get to:
(j) $p \rightarrow_{n}(p \mapsto q) \equiv p \mapsto q$,
$(\mathrm{j}+1) p \mapsto(p \mapsto q) \equiv p \mapsto q$.
[(j), Ab1]
(i)
(1) $p \rightarrow(q \rightarrow r) \equiv q \rightarrow(p \rightarrow r)$,
[(a)]
(2) $p \rightarrow(p \rightarrow(q \rightarrow r)) \equiv p \rightarrow(q \rightarrow(p \rightarrow r))$
[(1), Theorem 2.4]

$$
\equiv q \rightarrow(p \rightarrow(p \rightarrow r))
$$

[(a)]
(3) $p \rightarrow_{2}(q \rightarrow r) \equiv q \rightarrow\left(p \rightarrow_{2} r\right)$.
[(2), Ab1]
If $n=2$, from (3) and Ab3 we obtain
(4) $p \mapsto(q \rightarrow r) \equiv q \rightarrow(p \mapsto r)$.

If $n>2$, repeating the process we obtain:
(l) $p \rightarrow_{n}(q \rightarrow r) \equiv q \rightarrow\left(p \rightarrow_{n} r\right)$,
$(\mathrm{l}+1) p \mapsto(q \rightarrow r) \equiv q \rightarrow(p \mapsto r)$.
[(k), Ab3]
(j)
(1) $q \rightarrow(p \mapsto r) \equiv p \mapsto(q \rightarrow r)$,
(2) $q \rightarrow(q \rightarrow(p \mapsto r)) \equiv q \rightarrow(p \mapsto(q \rightarrow r))$
[(1), Theorem 2.4]

$$
\begin{equation*}
\equiv p \mapsto(q \rightarrow(q \mapsto r)) \tag{j}
\end{equation*}
$$

[(j)]
(3) $q \rightarrow(q \mapsto r) \equiv q \mapsto r$,
[(g)]
(4) $q \rightarrow_{2}(p \mapsto r) \equiv p \mapsto(q \mapsto r)$.
$[(2),(3)$, Theorem 2.4, Ab1]
If $n=2$, we obtain:
(5) $q \mapsto(p \mapsto r) \equiv p \mapsto(q \mapsto r)$.
[(4), Ab3]
If $n>2$, repeating the process we obtain:
(l) $q \rightarrow_{n}(p \mapsto r) \equiv p \mapsto(q \mapsto r)$,
$(\mathrm{l}+1) q \mapsto(p \mapsto r) \equiv p \mapsto(q \mapsto r)$.
(k)
(1) $p \rightarrow q \preceq p \rightarrow(p \rightarrow q)$,
[R1, Definition 2.2]
(2) $p \rightarrow q \preceq p \rightarrow_{2} q$.
[(1), Ab1]
If $n=2$, the proof is over. On the contrary, repeating the process we get:
(i) $p \rightarrow q \preceq p \rightarrow_{n} q$,
(i+1) $p \rightarrow q \preceq p \mapsto q$.
[(i), Ab3]
(l)
(1) $q \preceq(q \rightarrow r) \rightarrow r$,
[(I5), Ab2]
(2) $p \mapsto q \preceq p \mapsto((q \rightarrow r) \rightarrow r)$,
$[(1),(\mathrm{I} 14), \mathrm{Ab} 3]$
(3) $p \mapsto q \preceq(q \rightarrow r) \rightarrow(p \mapsto r)$,
[(2), (i)]
(4) $(p \mapsto q) \rightarrow((q \rightarrow r) \rightarrow(p \mapsto r)) \in D$,
[(3), Definition 2.2]
(5) $(q \rightarrow r) \rightarrow((p \mapsto q) \rightarrow(p \mapsto r)) \in D$,
[(4), (I9), Definition 2.2]
(6) $q \rightarrow r \preceq(p \mapsto q) \rightarrow(p \mapsto r)$,
[(5), Definition 2.2]
(7) $p \mapsto(q \rightarrow r) \preceq p \mapsto((p \mapsto q) \rightarrow(p \mapsto r))$,
$[(6),(\mathrm{I} 14), \mathrm{Ab} 3]$
(8) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \rightarrow(p \mapsto r))$,
$[(7),(i)]$
(9) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \mapsto r)$,
$[(8),(\mathrm{g})]$
(ll)
(1) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \mapsto r)$,
(2) $p \rightarrow(p \mapsto(q \rightarrow r)) \preceq p \rightarrow((p \mapsto q) \rightarrow(p \mapsto r))$,
(3) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \rightarrow(p \mapsto r))$,

$$
\begin{equation*}
[(2),(\mathrm{I} 9),(\mathrm{g})] \tag{i}
\end{equation*}
$$

(4) $p \mapsto(q \rightarrow r) \preceq(p \mapsto q) \rightarrow(p \mapsto r))$. $[(3),(\mathrm{g})]$
(m)
(1) $p \mapsto(q \mapsto r)=p \mapsto\left(q \rightarrow\left(q \rightarrow_{n-1} r\right)\right)$.
[Ab1, Ab3]
For $n=2$, we verify:
(2) $p \mapsto(q \mapsto r) \preceq(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-1} r\right)\right)$, [(1), (ll)]
(3) $p \mapsto\left(q \rightarrow_{n-1} r\right)=p \mapsto(q \rightarrow r)$

$$
\preceq(p \mapsto q) \rightarrow(p \mapsto r),
$$

[(g)]
(4) $(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-1} r\right)\right) \preceq(p \mapsto q) \rightarrow((p \mapsto q) \rightarrow(p \mapsto r)), \quad$ [(3), Theorem 2.4 (ii)]
(5) $(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-1} r\right)\right) \preceq(p \mapsto q) \mapsto(p \mapsto r), \quad[(4), n=2, \mathrm{Ab} 1, \mathrm{Ab} 3,(\mathrm{~g})]$
(6) $p \mapsto(q \mapsto r) \preceq(p \mapsto q) \mapsto(p \mapsto r)$.
$[(2),(5),(\mathrm{I} 1)]$
For $n=3$, we have:
(7) $p \mapsto\left(q \rightarrow\left(q \rightarrow_{n-1} r\right)\right) \preceq(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-1} r\right)\right)$,
(8) $p \mapsto\left(q \rightarrow_{n-1} r\right)=p \mapsto\left(q \rightarrow\left(q \rightarrow_{n-2} r\right)\right)$

$$
\begin{equation*}
\preceq(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-2} r\right)\right), \tag{j}
\end{equation*}
$$

(9) $p \mapsto\left(q \rightarrow_{n-2} r\right)=p \mapsto(q \rightarrow r)$,
(10) $p \mapsto\left(q \rightarrow_{n-2} r\right) \preceq(p \mapsto q) \rightarrow(p \mapsto r)$,
(11) $(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-2} r\right)\right) \preceq(p \mapsto q) \rightarrow((p \mapsto q) \rightarrow(p \mapsto r))$, [(5), Theorem 2.4(ii)]
(12) $p \mapsto\left(q \rightarrow_{n-1} r\right) \preceq(p \mapsto q) \rightarrow_{2}(p \mapsto r)$,
$[(4),(11),(\mathrm{I} 1), \mathrm{Ab} 1]$
(13) $(p \mapsto q) \rightarrow\left(p \mapsto\left(q \rightarrow_{n-1} r\right)\right) \preceq(p \mapsto q) \rightarrow_{3}(p \mapsto r), \quad$ [(12), Theorem 2.4(ii), $\mathrm{Ab} 1]$
(14) $p \mapsto(q \mapsto r) \preceq(p \mapsto q) \mapsto(p \mapsto r)$.
$[(1),(7),(13),(\mathrm{I} 1), \mathrm{Ab} 3, n=3]$
For $n \geq 4$ we proceed in an analogous way.
An interesting result to remark is the following.
Lemma 4.3. If $\mathcal{A}=\langle A, \rightarrow, D\rangle$ is a prealgebra which verifies R 1 to R 5 , then the following conditions are equivalent:
(i) $\mathcal{A}$ verifies the modus ponens rule,
(ii) $\mathcal{A}$ verifies the weak modus ponens rule (MPD) $\frac{p \in D, p \mapsto q \in D}{q}$,
$(\mathrm{MP}) \Rightarrow(\mathrm{MPD}):$
(1) $p \in D$,
[hip.]
(2) $p \mapsto q \in D$, [hip.]
(3) $p \rightarrow\left(p \rightarrow_{n-1} q\right) \in D$,
[(2), Ab1]
(4) $p \rightarrow_{n-1} q \in D$,
[(3), (1), (MP)]
if $n=2$ the proof is done. On the contrary, repeating the process, we get to:
(j) $p \rightarrow q \in D$,
$(\mathrm{j}+1) q \in D$.
$[(1),(\mathrm{j}),(\mathrm{MP})]$
$(\mathrm{MPD}) \Rightarrow(\mathrm{MP}):$
(1) $p \in D$,
[hip.]
(2) $p \rightarrow q \in D$,
(3) $p \mapsto q \in D$,
(4) $q \in D$.
[(2), (I1)]
$[(1),(3),(M P D)]$

## 5. Lindenbaum-Tarski algebras of the Lukasiewicz $I_{n+1}$-prealgebras

Theorem 5.1. If $\mathcal{A}=\langle A, \rightarrow, D\rangle$ is a Lukasiewicz $I_{n+1}$-prealgebra, then the algebra of Lindenbaum-Tarski $\langle A / \equiv, \rightarrow, \mathbf{1}\rangle$ of $\mathcal{A}$ is a Eukasiewicz residuation algebra that verifies the additional identity:
(I6) $\left(x \rightarrow_{n} y\right) \vee x=1$.
Proof. It is consequence of Theorem 3.3, (R5) and Theorem 2.5.
That is to say, the Lindenbaum-Tarski algebra of the Łukasiewicz $I_{n+1}$ - prealgebras are $(n+1)$-valued Łukasiewicz residuation algebras.
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# Generalized ring-groupoids 
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#### Abstract

In this work, we are going to present the concept of generalized ring-groupoid. Also, we are going to investigate some characterizations about the generalized ring-groupoids. We are going to introduce the concept of generalized subring-groupoid. So we construct the category of generalized ring-groupoids. Furthermore, we are going to discuss a new class of the generalized ring-groupoids, which we will say it " $M$-ring-groupoid". In the end of the paper, we are going to give the product of generalized ring-groupoids.
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## 1. Introduction

The concept of generalized ring was first defined by Molaei [13] in 2003. Later, some algebraic properties of the generalized ring which is a new concept in literature have been studied in [7]. There is the concept of generalized group in the structure of generalized ring. The concept was again defined by Molaei [12] is an interesting generalization of groups. While there is only one identity element in a group, each element in a generalized group has a unique identity element. With this property, every group is a generalized group.

Another algebraic notion covered in the present study is groupoid which was defined by Brandt [1] in 1926. But, in the category theoretical approach, a groupoid is a small category whose every morphism is an isomorphism. After introducing of topological and differentiable groupoids by Ehresmann [4] in 1950s, it has been studied by many mathematicians with different approaches [3, 9]. One of these different approaches is structured groupoid which is obtained with adding another algebraic structure such that the composition of groupoid is compatible with the operation of the added algebraic structure $[2,5,10,14]$. The best knowns of the structured groupoids are the concepts of group-groupoid and ring-groupoid. The group-groupoid which is a group object in the category of groupoids was defined by Brown and Spencer [2]. The concept of ring-groupoid defined by [15] has been studied by many mathematicians [10, 11].

In this study, we extend the concept of ring-groupoid to the concept of generalized ring-groupoid by adding the structure of generalized ring to a groupoid such that the composition of the groupoid and the operations of the generalized ring are compatible. In other words, a generalized ring-groupoid is a generalized ring object in the category of groupoids. Thus, we construct the category of the generalized ring-groupoids. Also,
we present two concept related to the generalized ring-groupoids: generalized subringgroupoid and $M$-ring-groupoid.

## 2. Preliminaries

This section of the paper is devoted to give basic definitions and concepts related to the generalized rings and groupoids. We will consider these concepts under two headings: generalized rings and groupoids.
2.1. Generalized Rings. In this subsection, it is given some basic recalls of the concept of generalized ring which was first defined by Molaei. Let us start with the definition of a generalized group that the existing in the structure of a generalized ring.

Definition 2.1. [12] A generalized group $G$ is a non-empty set admitting an operation called multiplication subject to the set of rules given below:
i) $(a b) c=a(b c)$, for all $a, b, c \in G$
ii) For each $a \in G$, there exists a unique $e(a) \in G$ such that $a e(a)=e(a) a=a$
iii) For each $a \in G$, there exists $a^{-1} \in G$ such that $a a^{-1}=a^{-1} a=e(a)$.

Let us list some properties of generalized groups via following lemma.
Lemma 2.1. [12] Let $G$ be a generalized group. Then,
i) For each $a \in G$, there is a unique element $a^{-1} \in G$.
ii) For each $a \in G$, we have $e(a)=e\left(a^{-1}\right)$ and $e(e(a))=e(a)$.
iii) For each $a \in G$, we have $\left(a^{-1}\right)^{-1}=a$.

It is easily from Definition 2.1 that every group is a generalized group. But it is not true in general that every generalized group is a group.

Let us state the relation between group and generalized group by the following lemma.

Lemma 2.2. [12] Let $G$ be a generalized group and $a b=b a$ for all $a, b \in G$. Then, $G$ is a group.

In other words, every abelian generalized group is a group.
Example 2.1. [12] Let $G=I R \times(I R \backslash\{0\})$. Then $G$ with the multiplication $(a, b) \cdot(c, d)=(b c, b d)$ is a generalized group in which for all $(a, b) \in G, e(a, b)=$ $(a / b, 1)$ and $(a, b)^{-1}=\left(a / b^{2}, 1 / b\right)$.

Example 2.2. [5] Let $G$ with the multiplication $m$ be a generalized group. Then, $G \times G$ with the multiplication

$$
m_{1}((a, b),(c, d))=(m(a, c), m(b, d))
$$

is a generalized group. For any element $(a, b) \in G \times G$, the identity element is $e_{1}(a, b)=(e(a), e(b))$ and the inverse element is $(a, b)^{-1}=\left(a^{-1}, b^{-1}\right)$.

Definition 2.2. [12] If $e(a b)=e(a) e(b)$ for all $a, b \in G$, then $G$ is called normal generalized group.
Definition 2.3. [12] A non-empty subset $H$ of a generalized group $G$ is a generalized subgroup of $G$ if and only if for all $a, b \in H, a b^{-1} \in H$.

Definition 2.4. [12] A generalized subgroup $N$ of the generalized group $G$ is said to be normal if there exist a generalized group $H$ and a homomorphism $f: G \rightarrow H$ such that for each $a \in G, N_{a}=\operatorname{ker} f_{a}$ provided that $N_{a} \neq \emptyset$, where $N_{a}=N \cap G_{a}$.
Example 2.3. [12] Let $G$ be a generalized group of Example 2.1. Then $N=\{(a, b)$ : $a=b$ or $a=3 b\}$ is a generalized normal subgroup of $G$.

Definition 2.5. [12] Let $G$ and $H$ be two generalized groups. A generalized group homomorphism from $G$ to $H$ is a map $f: G \rightarrow H$ such that $f(a b)=f(a) f(b)$ for all $a, b \in G$.

Theorem 2.3. [12] Let $f: G \rightarrow H$ be a homomorphism of the distinct generalized groups $G$ and $H$. Then,
i) $f(e(a))=e(f(a))$ is an identity element in $H$ for all $a \in G$.
ii) $f\left(a^{-1}\right)=(f(a))^{-1}$
iii) If $K$ is a generalized subgroup of $G$, then $f(K)$ is a generalized subgroup of $H$.

Now we can give definition of a generalized ring.
Definition 2.6. [13] A generalized ring $R$ is a non-empty set $R$ with two different operations $(x, y) \mapsto x+y$ and $(x, y) \mapsto x y$ with the following axioms:
i) $(x+y)+z=x+(y+z)$, where $x, y, z \in R$
ii) For all $x \in R$, there exists a unique $e(x) \in R$ such that $x+e(x)=e(x)+x=x$
iii) For all $x \in R$, there exists $-x \in R$ such that $x+(-x)=(-x)+x=e(x)$.
iv) $(x y) z=x(y z)$, where $x, y, z \in R$
v) For all $x, y, z \in R, x(y+z)=x y+x z$ and $(x+y) z=x z+y z$.

The properties (i), (ii) and (iii) mean that $(R,+$ ) is a generalized group.
Remark 2.1. Using (iii) and the associavity of + , one easily verifies $e(x)+e(x)=e(x)$ for every $x \in R$. Hence $e(e(x))=e(x)$ follows by definitions and so $e^{2}=e$ for the corresponding function $e: R \rightarrow R$.

A generalized ring with its operations is a ring iff $e$ is a constant function.
Example 2.4. [7] The two dimensional Euclidean space $I R^{2}$ with the operations $\left(a_{1}, b_{1}\right)+\left(a_{2}, b_{2}\right)=\left(a_{1}, b_{2}\right)$ and $\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right)=\left(a_{1} a_{2}, b_{1} b_{2}\right)$ is a generalized ring.

A generalized ring $R$ is called an $M$-ring if $e(x y)=e(x) e(y)$ and $e(x+y)=$ $e(x)+e(y)$, for all $x, y \in R$.
$R$ is an $M$-ring if $e(x+y)=e(x)+e(y)$, for all $x, y \in R$. In other words, the identity function $e$ is a generalized ring homomorphism if $e(x+y)=e(x)+e(y)$, for all $x, y \in R$.

If there is $1 \in R$ such that $x .1=1 . x=x$, for all $x \in R$, then $R$ is called a generalized ring with an identity.

One can easily prove that the identity of a generalized ring is unique.
Theorem 2.4. [7] If $R$ is a generalized ring, then $e(a b)=e(a) e(b)$, for all $a, b \in R$.
Proof. Let $a, b \in R$ be given $a b+a e(b)=a(b+e(b))=a b, a e(b)+a b=a(e(b)+b)=a b$. So $e(a b)=a e(b), e(a) e(b)+a e(b)=(e(a)+a) e(b)=a e(b), a e(b)+e(a) e(b)=$ $(a+e(a)) e(b)=a e(b)$. So $e(a e(b))=e(a) e(b)$. Hence $e(e(a b))=e(a) e(b)$. Thus $e(a b)=e(a) e(b)$, because $e^{2}=e$.

Corollary 2.5. If $R$ is a generalized ring, then $e(a) e(b)=a e(b)=e(a) b=e(a b)$, for all $a, b \in R$.

Previous theorem implies that a generalized ring $R$ is an $M$-ring if and only if $(R,+)$ is a normal generalized group.
Theorem 2.6. [7] If $R$ is a generalized ring, and if there is $x \in R$ such that $R x=$ $\{e(y) \mid y \in R\}$, then $R$ is an $M$-ring.

Proof. If $a, b \in R$, then there are $a_{x} \in R$ and $b_{x} \in R$ such that $e(a)=a_{x} x$ and $e(b)=b_{x} x$. So $e(a)+e(b)=\left(a_{x}+b_{x}\right) x$. Thus $e(a)+e(b)=e(z)$ for some $z \in R$. Hence $e(e(a)+e(b))=e(e(z))=e(z)=e(a)+e(b)$. In Remark 2.3 of [6] it was proved that $e(e(a)+e(b))=e(a+b)$. So $e(a+b)=e(a)+e(b)$. Thus $R$ is an $M$-ring.

A subset $I$ of an $M$-ring $R$ is called a $g$-ideal (see [13]) if there exist a generalized ring $D$ and a generalized ring homomorphism $f: R \rightarrow D$ such that $\operatorname{ker} f=I$, where $\operatorname{ker} f=\{r \in R \mid f(r)=f(e(a))$ for some $a \in R\}$. The set $R / I=\left\{x+\operatorname{ker} f_{r} \mid x \in\right.$ $R_{r}$ and $\left.f_{r}=\left.f\right|_{R_{r}}\right\}$ with the operations $\left(x+\operatorname{ker} f_{r}\right)+\left(y+\operatorname{ker} f_{k}\right)=(x+y)+\operatorname{ker} f_{r+k}$ and $\left(x+\operatorname{ker} f_{r}\right)\left(y+\operatorname{ker} f_{k}\right)=(x y)+\operatorname{ker} f_{r k}$ is an $M$-ring (for the proof see Theorem 2.3 of [13]).

Definition 2.7. [7] If $R$ and $K$ are generalized rings, then a mapping $f: R \rightarrow K$ is called an embedding if $f$ is a monomorphism.
2.2. Groupoids. In this section, we introduce the elementary concepts of the groupoid theory. Then, it is given some recalls about the concept of ring-groupoid which is a ring object in the category of groupoids.
Definition 2.8. [3, 9] A groupoid consists of two sets $G$ and $G_{0}$, called respectively the groupoid and the base, together with two maps $\alpha$ and $\beta$ from $G$ to $G_{0}$, called respectively the source and the target maps, a map $\epsilon: G_{0} \rightarrow G, x \mapsto \epsilon(x)=\tilde{x}=1_{x}$, called the object inclusion map, a map $i: G \rightarrow G, x \mapsto i(x)=x^{-1}$, called the inversion, and a partial multiplication $(x, y) \mapsto m(x, y)=x y$ in $G$ defined on the set $G_{2}=G * G=\{(x, y) \mid \beta(x)=\alpha(y)\}$. These maps verify the following conditions:

G1) (associativity): $x(y z)=(x y) z$ for all $x, y, z \in G$ such that $\alpha(x)=\beta(y)$ and $\alpha(y)=\beta(x)$.
G2) (units): For each $x \in G$, we have $(\epsilon(\alpha(x)), x) \in G_{2},(x, \epsilon(\beta(x))) \in G_{2}$ and $\epsilon(\alpha(x)) x=x \epsilon(\beta(x))=x$.
G3) (inverses): For each $x \in G$, we have $(x, i(x)) \in G_{2},(i(x), x) \in G_{2}$ and $x i(x)=$ $\epsilon(\alpha(x)), i(x) x=\epsilon(\beta(x))$.

The maps $\alpha, \beta, m, \epsilon, i$ are called structure maps of groupoid. For a groupoid $G$ on $G_{0}$ and $x, y \in G_{0}$, we will write $S t_{G} x$ for $\alpha^{-1}(x), \operatorname{CoSt}_{G} y$ for $\beta^{-1}(y)$ and $G(x, y)$ for $S t_{G} x \cap \operatorname{CoSt}_{G} y$. The set $S t_{G} x$ is the star of $G$ at $x$ and $C o S t_{G} y$ is the co-star of $G$ at $y$. The set $G(x, x)$, obviously a group under the restriction of the partial multiplication in $G$, is called the vertex group at $x$.

The following examples of groupoids are well-known.
Example 2.5. [3, 9] A group can be regarded as a groupoid with only one object.
Example 2.6. [3, 9] Any set $G$ can be regarded as a groupoid on itself with $\alpha=\beta=$ $i d_{G}$ and every element a unity.

Example 2.7. [3] For a set $X$, the cartesian product $X \times X$ is a groupoid over $X$, called the Banal groupoid. The maps $\alpha$ and $\beta$ are the natural projections onto the second and first factors, respectively. The object inclusion map is $x \mapsto(x, x)$ and the partial multiplication is given by $(x, y)(y, z)=(x, z)$. The inverse of $(x, y)$ is simply $(y, x)$.

Definition 2.9. [3, 9] Let $G$ and $G^{\prime}$ be groupoids on $B$ and $B^{\prime}$, respectively. A homomorphism $G \rightarrow G^{\prime}$ is a pair of $\left(f, f_{0}\right)$ of maps $f: G \rightarrow G^{\prime}, f_{0}: B \rightarrow B^{\prime}$ such that $\alpha^{\prime} \circ f=f_{0} \circ \alpha, \beta^{\prime} \circ f=f_{0} \circ \beta$ and $f(a b)=f(a) f(b) \forall(a, b) \in G_{2}$.

We denote the groupoid homomorphism $\left(f, f_{0}\right)$ by $f$ for brevity.
Thus, we can construct the category $G p d$ of the groupoids and their homomorphisms.

Now let us recall the concept of ring-groupoid which is a ring object in the category of groupoids.

Definition 2.10. [15] A ring-groupoid $R$ is a groupoid endowed with a structure of ring such that following ring structure maps are groupoid homomorphisms.
i) $m: R \times R \rightarrow R,(a, b) \mapsto a+b$, group operation
ii) $n: R \times R \rightarrow R,(a, b) \mapsto a b$, ring operation
iii) $u: R \rightarrow R, a \mapsto-a$, inverse in group
iv) $e: * \rightarrow R$.

Also, there exist following interchange laws in a ring-groupoid $R$.
(1) $(c \circ a)+(d \circ b)=(c+d) \circ(a+b)$,
(2) $(c \circ a)(d \circ b)=(c d) \circ(a b)$.

A ring groupoid homomorphism is a groupoid homomorphism preserving ring structure.

Example 2.8. Given a ring $R$, we can construct a ring-groupoid $R \times R$ over $R$. In this ring-groupoid we define the ring operation by $(a, b)(c, d)=(a c, b d)$ for all $a, b, c, d \in R$ (for more details, see [15]).
Definition 2.11. [15] Let $R$ and $S$ be two ring-groupoids. A homomorphism $f$ : $R \rightarrow S$ of ring-groupoids is a homomorphism of underlying groupoids preserving ring structure.

Thus, the ring-groupoids and their homomorphisms form a category which is denoted by $R G d$.

## 3. Generalized Ring-Groupoids

In this section we present the concept of generalized ring-groupoid which is a generalized ring object in the category of groupoids. In addition, we construct the category of generalized ring-groupoids. From [8] with this aim, let us recall the concept of generalized group-groupoid which is lie in the structure of a generalized ring-groupoid.

Definition 3.1. A generalized group-groupoid is a groupoid $\left(G, G_{0}\right)$ such that the following conditions are hold:
i) $(G, w, v, \sigma)$ and $\left(G_{0}, w_{0}, v_{0}, \sigma_{0}\right)$ are generalized groups.
ii) The maps $\left(w, w_{0}\right):\left(G \times G, G_{0} \times G_{0}\right) \rightarrow\left(G, G_{0}\right), v:\{\lambda\} \rightarrow G$ and $\left(\sigma, \sigma_{0}\right):$ $\left(G, G_{0}\right) \rightarrow\left(G, G_{0}\right)$ are groupoid homomorphisms.

Also, there exists an interchange law between the groupoid composition and the generalized group operation:

$$
w(m(b, a), m(d, c))=m(w(b, d), w(a, c))
$$

We shall denote a generalized group-groupoid by $\left(G, G_{0}, \circ,+\right)$.
We use the following equality for interchange law:

$$
(b \circ a)+(d \circ c)=(b+d) \circ(a+c) .
$$

In other words, a generalized group-groupoid is a groupoid endowed with a structure of generalized group such that the structure maps of groupoid are generalized group homomorphisms.

Example 3.1. [8] Let $G$ be a generalized group. Then we constitute a generalized group-groupoid $G \times G$ with object set $G$. For each object $(x, y) \in G \times G$, the identity arrow is $(e(x), e(y))$, and the inverse is $(-x,-y)$.

A generalized group homomorphism $f: G \rightarrow H$ between the generalized groupgroupoids $G$ and $H$ is a groupoid homomorphism preserving the structure of generalized group [8].

Therefore, the generalized group-groupoids and their homomorphisms form a category denoted by $G G-G d$.

Now let us give definition of a generalized ring-groupoid.
Definition 3.2. A generalized ring-groupoid $R$ is a groupoid $R$ endowed with a structure of generalized ring such that the following maps are groupoid homomorphisms:

1) $m: R \times R \rightarrow R,(a, b) \mapsto a+b$, generalized group operation,
2) $u: R \rightarrow R, a \mapsto-a$,
3) $e: * \rightarrow R$, where $*$ is a singleton,
4) $n: R \times R \rightarrow R,(a, b) \mapsto a b$, generalized ring operation.

Also, there exist two interchange laws between the groupoid composition and the operations of the generalized ring:

$$
\begin{aligned}
& (c \circ a)+(d \circ b)=(c+d) \circ(a+b) \\
& \quad(c \circ a) \cdot(d \circ b)=(c \cdot d) \circ(a \cdot b) .
\end{aligned}
$$

We shall denote a generalized ring-groupoid by $\left(R, R_{0}, \circ,+, \cdot\right)$.
In a generalized ring-groupoid, if $e$ is the identity of $R_{0}$, then $1_{e}$ is that of $R$.
We can rewrite the definition of a generalized ring-groupoid in terms of the generalized group-groupoid as follows:
Definition 3.3. A generalized ring-groupoid $R$ is a generalized group-groupoid $R$ endowed with a structure of generalized ring such that the map $n: R \times R \rightarrow R$, defined by $(a, b) \mapsto a b$, is a homomorphism of groupoids. Also, in a generalized ring-groupoid, we have the following interchange law:

$$
(c \circ a)(d \circ b)=(c d) \circ(a b) .
$$

Proposition 3.1. Let $R$ be a generalized ring-groupoid. Then, the maps of source, target and object are generalized ring homomorphisms.

Proof. Since $R=\left(\left(R, R_{0}, \circ,+\right)\right.$ is a generalized group-groupoid, the maps of source, target and object are generalized group homomorphisms. Let $a, b \in R$ and $x, y \in$ $R_{0}$. Since $n$ is a groupoid homomorphism, the equalities $\alpha n(a, b)=f_{0}(\alpha \times \alpha)(a, b)$, $\beta n(a, b)=f_{0}(\beta \times \beta)(a, b)$ and $\epsilon f_{0}(x, y)=n(\epsilon \times \epsilon)(x, y)$ imply to be $\alpha(a, b)=\alpha(a) \alpha(b)$, $\beta(a, b)=\beta(a) \beta(b)$ and $\epsilon(x, y)=\epsilon(x) \epsilon(y)$, respectively.

Thus, the maps of source, target and object are generalized ring homomorphisms.

Example 3.2. Let $R$ be a generalized ring. Then $R \times R$ is a generalized ring-groupoid with the object set $R$. We know from [8] that $R \times R$ with the operation $(x, y)+(z, t)=$ $(x+z, y+t)$ is a generalized group-groupoid over $R$. So it is enough to show that $R \times R$ is a generalized ring, and then the generalized ring map $n:(R \times R) \times(R \times R) \rightarrow R \times R$ is a groupoid homomorphism. We also must verify the second interchange law.

If we show that the conditions (iv) and (v) in Definition 3.2 are hold, we conclude that $R \times R$ is a generalized ring. Now let us control these conditions.

We define the generalized ring operation of $R \times R$ as follows:

$$
(x, y)(z, t)=(x z, y t)
$$

iv) We have

$$
\begin{aligned}
((x, y)(z, t))(p, s) & =(x z, y t)(p, s) \\
& =((x z) p,(y t) s) \\
& =(x(z p), y(t s)) \\
& =(x, y)(z p, t s) \\
& =(x, y)((z, t)(p, s)) .
\end{aligned}
$$

So, fourth condition is hold.
v)

$$
\begin{aligned}
(x, y)[(z, t)+(p, s)] & =(x, y)(z+p, t+s) \\
& =(x(z+p), y(t+s)) \\
& =(x z+x p, y t+y s) \\
& =(x z, y t)+(x p, y s) \\
& =(x, y)(z, t)+(x, y)(p, s))
\end{aligned}
$$

and

$$
\begin{aligned}
{[(x, y)+(z, t)](p, s) } & =(x+z, y+t)(p, s) \\
& =((x+z) p),(y+t) s) \\
& =(x p+z p, y s+t s) \\
& =(x p, y s)+(z p, t s) \\
& =(x, y)(p, s)+(z, t)(p, s))
\end{aligned}
$$

Hence, the condition (v) also is hold. Therefore, $R \times R$ is a generalized ring.
Now let us show that the second interchange law is satisfied.

$$
\begin{aligned}
{[(z, y) \circ(y, x)]\left[\left(z^{\prime}, y^{\prime}\right) \circ\left(y^{\prime}, x^{\prime}\right)\right] } & =(z, x)\left(z^{\prime}, x^{\prime}\right) \\
& =\left(z z^{\prime}, x x^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[(z, y)\left(z^{\prime}, y^{\prime}\right)\right] \circ\left[(y, x)\left(y^{\prime}, x^{\prime}\right)\right] } & =\left(z z^{\prime}, y y^{\prime}\right) \circ\left(y y^{\prime}, x x^{\prime}\right) \\
& =\left(z z^{\prime}, x x^{\prime}\right) .
\end{aligned}
$$

Hence, we have the equality

$$
[(z, y) \circ(y, x)]\left[\left(z^{\prime}, y^{\prime}\right) \circ\left(y^{\prime}, x^{\prime}\right)\right]=\left[(z, y)\left(z^{\prime}, y^{\prime}\right)\right] \circ\left[(y, x)\left(y^{\prime}, x^{\prime}\right)\right]
$$

Consequently, $R \times R$ is a generalized ring-groupoid.
Definition 3.4. Let $R$ and $S$ be two generalized ring-groupoids. A generalized ringgroupoid homomorphism $f: R \rightarrow S$ is a groupoid homomorphism satisfying the generalized ring structure.

Therefore, the generalized ring-groupoids and their homomorphisms form a category denoted by $G R-G d$.

Proposition 3.2. There is a functor from the category $G R$ of the generalized rings to the category $G R-G d$ of the generalized ring-groupoids.

Proof. Let $R$ be a generalized ring. Then, from Example 3.2, the cartesian product $R \times R$ is a generalized ring-groupoid. If $f: R \rightarrow S$ is a homomorphism of the generalized rings, then

$$
\begin{aligned}
& \Gamma(f): R \times R \longrightarrow S \times S \\
& (a, b) \longmapsto(f(a), f(b))
\end{aligned}
$$

is a homomorphism of the generalized ring-groupoids. Thus, $\Gamma$ is a functor from the category $G R$ to the category $G R-G d$.

Now let us define the concept of generalized subring-groupoid.
Definition 3.5. Let $R$ be a generalized ring-groupoid and be $S \subset R$. $S$ is called a generalized subring-groupoid if $\left(S, S_{0}, \circ,+,.\right)$ has a structure of generalized ringgroupoid.

Furthermore, $S$ is wide, if $S_{0}=R_{0}$, and $S$ is full, if $S(x, y)=R(x, y)$ for all $x, y \in S_{0}$.

Proposition 3.3. Let $R$ be a generalized ring-groupoid. Then, the set of identities $\epsilon\left(R_{0}\right)$ is a wide generalized subring-groupoid.
Proof. Denote by $A$ the set of identities $\epsilon\left(R_{0}\right)$ for brevity. If $1_{x}, 1_{y} \in A$, then $1_{x}+\overline{1_{y}} \in$ $A$. Hence $\left(A, A_{0}\right)$ is a wide subgroupoid of $R$. It remains to prove that $A$ is closed under the generalized ring operation.

Since the object map $\epsilon$ preserves the generalized ring structure, we have

$$
1_{x} 1_{y}=\left(1_{x} \circ 1_{x}\right)\left(1_{y} \circ 1_{y}\right)=\left(1_{x} 1_{y}\right) \circ\left(1_{x} 1_{y}\right)=1_{x y} \circ 1_{x y}=1_{x y} .
$$

This implies that $1_{x} 1_{y} \in A$.
On the other hand, for $1_{z} \in A$

$$
1_{x}\left(1_{y}+1_{z}\right)=1_{x} 1_{y+z}=1_{x(y+z)}=1_{x y+x z}=1_{x y}+1_{x z}=1_{x} 1_{y}+1_{x} 1_{z} .
$$

Therefore, $A=\epsilon\left(R_{0}\right)$ is a wide generalized subring-groupoid.
We define a special class of the generalized ring-groupoids.

Definition 3.6. A generalized ring-groupoid $R$ is called an $M$-ring-groupoid if $R$ has a structure of $M$-ring.

It is obvious that the category of $M$-ring-groupoids is a subcategory of the category of generalized ring-groupoids. Also, every $M$-ring-groupoid is a generalized ringgroupoid.

Since the set of arrows and the set of objects in an $M$-ring-groupoid are $M$-rings, then we can define the concept of a $g$-ideal ring-groupoid as follows:

Definition 3.7. A generalized subgroup-groupoid $S$ of an $M$-ring-groupoid $R$ is a left $g$-ideal ring-groupoid if

$$
\begin{aligned}
l: & R \times S \rightarrow S \\
& (r, s) \mapsto r s, \forall r \in R, \forall s \in S
\end{aligned}
$$

is a groupoid homomorphism. Similarly, $S$ is a right $g$-ideal ring-groupoid if

$$
\begin{aligned}
k: & S \times R \rightarrow S \\
& (s, r) \mapsto s r, \forall r \in R, \forall s \in S
\end{aligned}
$$

is a groupoid homomorphism. Furthermore, $S$ is a $g$-ideal ring-groupoid if it is both left and right $g$-ideal ring-groupoid.

From Definition 3.7, the sets of arrows and objects of $S$ are left $g$-ideal rings, because $l$ is a groupoid homomorphism. Also, every left (right) $g$-ideal ring-groupoid is a generalized subring-groupoid.
Proposition 3.4. Let $S$ be a generalized subgroup-groupoid of an $M$-ring groupoid $R$. If the set of arrows of $S$ is a left $g$-ideal ring, then $S_{0}$ is also a left $g$-ideal of $R_{0}$.

Proof. Let $x \in S_{0}$ and $y \in R_{0}$. Then, we have $1_{x} \in S$ and $1_{y} \in R$. Since the set of arrows of $S$ is a left $g$-ideal ring, then we have $1_{y} 1_{x}=1_{y x} \in S$. Since $S$ is a generalized subgroup-groupoid, then we have $y x \in S_{0}$. Thus, $S_{0}$ is a left $g$-ideal of $R_{0}$.

The interchange law in a $g$-ideal ring-groupoid is hold as follows: Let $R$ be an $M$ -ring-groupoid and $I$ be a left $g$-ideal ring-groupoid such that $a, c \in I$. For $b, d \in R$, if $a \circ c$ and $b \circ d$ are defined, then we have $(b \circ d)(a \circ c)=(b a) \circ(d c)$. Since the set of arrows of $I$ is a left $g$-ideal, then $b a, d c \in I$. Also, since $I$ is a generalized subgroup-groupoid, which means that $b a$ and $d c$ are defined in $I$, then we have $(b a) \circ(d c) \in I$.

A similar result to Proposition 3.4 can also be given for a right $g$-ideal ringgroupoid.

Finally, let us present the product of generalized ring-groupoids.
Proposition 3.5. Let $\left\{R_{i}: i \in I\right\}$ be a family of generalized ring-groupoids. Then, ( $\left.R=\prod R_{i}, R_{0}=\Pi\left(R_{i}\right)_{0}, \circ,+,.\right)$ is a generalized ring-groupoid.
Proof. The arrows of $R$ are all tuples $\left(r_{i}\right)_{i \in I}$ for each $r_{i} \in R_{i}$ and its objects are all tuples $\left(x_{i}\right)_{i \in I}$ for each $x_{i} \in\left(R_{i}\right)_{0}$. It is easily proved that $\left(R, R_{0}, \circ,+\right)$ is a generalized group-groupoid. We define the generalized ring operation on $R$ as follows:

$$
\begin{aligned}
\left(r_{i}\right)_{i \in I}\left(s_{i}\right)_{i \in I} & =\left(r_{i} s_{i}\right)_{i \in I}, \text { for each }\left(r_{i}, s_{i}\right) \in R_{i} \times R_{i} \\
\left(x_{i}\right)_{i \in I}\left(y_{i}\right)_{i \in I} & =\left(x_{i} y_{i}\right)_{i \in I}, \text { for each }\left(x_{i}, y_{i}\right) \in\left(R_{i}\right)_{0} \times\left(R_{i}\right)_{0}
\end{aligned}
$$

For the source map $\alpha$, since

$$
\begin{aligned}
\alpha\left(\left(r_{i}\right)_{i \in I}+\left(s_{i}\right)_{i \in I}\right) & =\alpha\left(\left(r_{i}+s_{i}\right)_{i \in I}\right) \\
& =\left(\alpha_{i}\left(r_{i}+s_{i}\right)\right)_{i \in I} \\
& =\left(\alpha_{i}\left(r_{i}\right)\right)_{i \in I}+\left(\alpha_{i}\left(s_{i}\right)\right)_{i \in I} \\
& =\alpha\left(\left(r_{i}\right)_{i \in I}\right)+\alpha\left(\left(s_{i}\right)_{i \in I}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\alpha\left(\left(r_{i}\right)_{i \in I}\left(s_{i}\right)_{i \in I}\right) & =\alpha\left(\left(r_{i} s_{i}\right)_{i \in I}\right) \\
& =\left(\alpha_{i}\left(r_{i} s_{i}\right)_{i \in I}\right. \\
& =\left(\alpha_{i}\left(r_{i}\right)\right)_{i \in I}\left(\alpha_{i}\left(s_{i}\right)\right)_{i \in I} \\
& =\alpha\left(\left(r_{i}\right)_{i \in I}\right) \alpha\left(\left(s_{i}\right)_{i \in I}\right),
\end{aligned}
$$

then $\alpha$ is a generalized ring homomorphism. Similarly, it can be easily shown that $\beta$ and $\epsilon$ are also generalized ring homomorphisms.

Let us show that the interchange law is hold. Let us take any elements $(r)_{i \in I}$, $(s)_{i \in I},(t)_{i \in I}$ and $(v)_{i \in I} \in R$ such that $\alpha\left((r)_{i \in I}\right)=\beta\left((s)_{i \in I}\right)$ and $\alpha\left((t)_{i \in I}\right)=$ $\beta\left((v)_{i \in I}\right)$. Then,

$$
\begin{aligned}
{\left[\left(r_{i}\right)_{i \in I} \circ\left(s_{i}\right)_{i \in I}\right]\left[\left(t_{i}\right)_{i \in I} \circ\left(v_{i}\right)_{i \in I}\right] } & =\left(r_{i} \circ s_{i}\right)_{i \in I}\left(t_{i} \circ v_{i}\right)_{i \in I} \\
& =\left(\left(r_{i} \circ s_{i}\right)\left(t_{i} \circ v_{i}\right)\right)_{i \in I} \\
& =\left(\left(r_{i} t_{i}\right) \circ\left(s_{i} v_{i}\right)\right)_{i \in I} \\
& =\left(r_{i} t_{i}\right)_{i \in I} \circ\left(s_{i} v_{i}\right)_{i \in I} \\
& =\left(r_{i}\right)_{i \in I}\left(t_{i}\right)_{i \in I} \circ\left(s_{i}\right)_{i \in I}\left(v_{i}\right)_{i \in I} .
\end{aligned}
$$

Thus, the interchange law between the groupoid composition and the generalized ring operation is satisfied. Moreover, we have

$$
\begin{aligned}
\left(r_{i}\right)_{i \in I}\left[\left(s_{i}\right)_{i \in I}+\left(t_{i}\right)_{i \in I}\right] & =\left(r_{i}\right)_{i \in I}\left[\left(s_{i}+t_{i}\right)_{i \in I}\right. \\
& =\left(r_{i}\left(s_{i}+t_{i}\right)_{i \in I}\right. \\
& =\left(r_{i} s_{i}+r_{i} t_{i}\right)_{i \in I} \\
& =\left(r_{i} s_{i}\right)_{i \in I}+\left(r_{i} t_{i}\right)_{i \in I} .
\end{aligned}
$$

Consequently, $R$ is a generalized ring-groupoid.
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# Weak solutions of one-dimensional pollutant transport model 
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#### Abstract

We consider a one-dimensional bilayer model coupling shallow water and Reynolds lubrication equations that is a similar model derived in [European J. Applied Mathematics $24(6)(2013), 803-833]$. The model considered is represented by the two superposed immiscible fluids. Under an hypothesis about the unknowns, we show the existence of global weak solution in time with a periodic domain.
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## 1. Introduction

In this paper, we study the existence of global weak solutions in time for the following one dimensional model of transport of pollutant derived in [5] :

$$
\left\{\begin{array}{l}
\partial_{t} h_{1}+\partial_{x}\left(h_{1} u_{1}\right)=0,  \tag{1}\\
\partial_{t}\left(h_{1} u_{1}\right)+\partial_{x}\left(h_{1} u_{1}^{2}\right)+\frac{1}{2} g \partial_{x} h_{1}^{2}-4 \nu_{1} \partial_{x}\left(h_{1} \partial_{x} u_{1}\right)+\frac{\alpha}{\rho_{1}} \gamma\left(h_{1}\right) u_{1}-\frac{\delta_{\xi}}{\rho_{1}} h_{1} \partial_{x}^{3} h_{1} \\
+r_{1} h_{1}|u|^{2} u+r g h_{1} \partial_{x} h_{2}+r g h_{2} \partial_{x}\left(h_{1}+h_{2}\right)=0, \\
\partial_{t} h_{2}+\partial_{x}\left(h_{2} u_{1}\right)+\partial_{x}\left(-h_{2}^{2} \frac{1}{\rho_{2}}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right) \partial_{x} p_{2}\right)=0,
\end{array}\right.
$$

with

$$
\begin{equation*}
\partial_{x} p_{2}=\rho_{2} g \partial_{x}\left(h_{1}+h_{2}\right) \quad \text { and } \quad \gamma\left(h_{1}\right)=\left(1+\frac{\alpha}{3 \nu_{1}} h_{1}\right)^{-1} . \tag{2}
\end{equation*}
$$

Subscript 1 will correspond to the layer located below and subscript 2 to that located on the top. In this model, we denote by $h_{1}, h_{2}$ respectively, the water and the pollutant heights, $u_{1}$ is the water velocity, $\rho_{1}$ and $\rho_{2}$ the densities of each layer of fluid (we also introduce the ratio of densities $r=\frac{\rho_{2}}{\rho_{1}}$ ), $\nu_{i}$ is the kinematic viscosity, $p_{2}$ the pressure of the pollutant layer and $g$ is the constant gravity. The coefficients $\delta_{\xi}, \alpha, r_{1}, c$, are respectively the coefficients of the intrefaz tension, friction at the bottom, quadratic friction and friction at the interfaz. This model is derived from a two-dimensional Navier-Stokes bilayer equations with capillary and friction effects at the interfaz. It is used to simulate the evolution of a thin viscous pollutant over water (see [5]). Let us recall some results about the existence of weak solution for a

[^2]system composed by three equations (Shallow-water and transport equations). The case with viscosity term of the form $-\nu \Delta u$ was investigated in [8] in which existence of weak solutions for a viscous sedimentation model is obtained by assuming smallness of the data. In their analysis the authors considered a transport equation with Grass model of the form $q_{b}=h u$ and used Brower fixed point theorem to get the result. In [14], the authors studied the stability of global weak solutions for a sediment transport model in two- dimensional case. In this model, the viscosity coefficient is of the form $-\nu \operatorname{div}(h D(u))$ and the sediment transport equation considered is $\partial_{t} z+\operatorname{div}\left(h|u|^{k} u\right)-\frac{\nu}{2} \Delta u=0$. The stability result is obtained without any restriction on the data and by using a mathematical entropy introduced firstly in [4] namely BD entropy. We note that it's the BD entropy inequality which allows the authors in $[1,3,4,6,7]$ to get existence results of global weak solutions for Shallow-Water and viscous compressible Navier-Stokes equations.
In [12], the authors obtained a result of existence of global weak solution of similar model in a two dimensional case. To have this result, the authors needed of some additional regularizing terms such as a quadratic friction term $h_{1}|u|^{2} u$, a cold pressure $h_{1}^{1-\alpha}$ with $\alpha>1$ and a capillarity term of the form $h_{1} \nabla \Delta h_{1}$. They used a transport equation of the form $\partial_{t} h_{2}+\operatorname{div}\left(h_{2} u\right)-g \nabla \cdot\left(\left(1+\frac{h_{2}}{h_{1}}\right) \nabla\left(h_{1}+h_{2}\right)\right)=0$. The key point with the BD entropy is that, with the structure of the diffusive term, we get an extra regularity for the water height. In our analysis, we consider in onedimensional, a periodic domain $\Omega=(0,1)$ to simplify. We assume that the pollutant layer is smaller than that of the water:
\[

$$
\begin{equation*}
h_{2} \leq h_{1} . \tag{3}
\end{equation*}
$$

\]

Notice that, to deduce the model, we make this hypothesis for the caracteristic heights (see [5]). We will intend in the future to study the present model without this condition. We complete system (1) with initial conditions :

$$
\begin{gather*}
h_{1}(0, x)=h_{1_{0}}(x), \quad h_{2}(0, x)=h_{2_{0}}(x), \quad\left(h_{1} u_{1}\right)(0, x)=\mathbf{m}_{0}(x) \quad \text { in }(0,1) .  \tag{4}\\
h_{1_{0}} \in L^{2}(0,1), \quad h_{1_{0}}+h_{2_{0}} \in L^{2}(0,1), \quad \partial_{x}\left(h_{1_{0}} \in L^{2}(0,1)\right. \\
\partial_{x} \mathbf{m}_{0} \in L^{1}(0,1), \quad \mathbf{m}_{0}=0 \quad \text { if } h_{1_{0}}=0  \tag{5}\\
\frac{\left|\mathbf{m}_{0}\right|^{2}}{h_{1_{0}}} \in L^{1}(0,1), \quad f\left(h_{1_{0}}\right) \in L^{1}(0,1)
\end{gather*}
$$

where f will be defined later on ( see (16)).
The paper is organized as follows : in the Section 2, we will start by giving the definition of global weak solutions, then we will establish a classical energy equality and the "mathematical BD entropy", which give some regularities on the unknowns. We will also give an existence theorem of global weak solutions. In section 3, we will give the proof of the existence theorem.

## 2. Main results

Definition 2.1. We shall say that $\left(h_{1}, h_{2}, u_{1}\right)$ is a weak solution on $(0, T)$ of (1), with initial conditions (4) if the following conditions are satisfied :

- (4) holds in $\mathcal{D}^{\prime}(\Omega)$;
- $\left(h_{1}, h_{2}, u_{1}\right)$ verified the energy inequalities (2.1) and (2.2) for a.e. non negative $t$;
- for all smooth test function $\varphi=\varphi(t, x)$ with $\varphi(T)=$,0 , we have:

$$
\begin{gather*}
h_{1_{0}} \varphi(0, .)-\int_{0}^{T} \int_{0}^{1} h_{1} \partial_{t} \varphi-\int_{0}^{T} \int_{0}^{1} h_{1} u_{1} \partial_{x} \varphi=0  \tag{6}\\
-h_{2_{0}} \varphi(0, .)-\int_{0}^{T} \int_{0}^{1} h_{2} \partial_{t} \varphi-\int_{0}^{T} \int_{0}^{1} h_{2} u_{1} \partial_{x} \varphi \\
+\int_{0}^{T} \int_{0}^{1} h_{2}^{2} \frac{1}{\rho_{2}}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right) \partial_{x} p_{2} \partial_{x} \varphi=0  \tag{7}\\
h_{1_{0}} u_{1_{0}} \varphi(0, .)-\int_{0}^{T} \int_{0}^{1} h_{1} u_{1} \partial_{t} \varphi-\int_{0}^{T} \int_{0}^{1} h_{1} u_{1}^{2} \partial_{x} \varphi-\frac{1}{2} g \int_{0}^{T} \int_{0}^{1} h_{1}^{2} \partial_{x} \varphi \\
+4 \nu_{1} \int_{0}^{T} \int_{0}^{1} h_{1} \partial_{x} u_{1} \partial_{x} \varphi+\frac{\alpha}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} \gamma\left(h_{1}\right) u_{1} \varphi+\frac{\delta_{\xi}}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} h_{1} \partial_{x}^{2} h_{1} \partial_{x} \varphi \\
+\frac{\delta_{\xi}}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} \partial_{x} h_{1} \partial_{x}^{2} h_{1} \varphi-r g \int_{0}^{T} \int_{0}^{1} h_{2} \partial_{x} h_{1} \varphi-r g \int_{0}^{T} \int_{0}^{1} h_{1} h_{2} \partial_{x} \varphi \\
-r g \int_{0}^{T} \int_{0}^{1}\left(h_{1}+h_{2}\right) h_{2} \varphi-r g \int_{0}^{T} \int_{0}^{1}\left(h_{1}+h_{2}\right) \partial_{x} h_{2} \varphi+r_{1} \int_{0}^{T} \int_{0}^{1}\left|u_{1}\right|^{2} u_{1} \varphi=0 . \tag{8}
\end{gather*}
$$

Before giving the main theorem, we give the following two important lemmas. We firstly give the classical energy associated with system (1) and secondly the mathematical BD entropy.

Lemma 2.1. The model defined by (1) admits an entropy equality

$$
\begin{align*}
& \int_{0}^{1}\left[\frac{1}{2} h_{1}\left|u_{1}\right|^{2}+\frac{1}{2} g(1-r)\left|h_{1}\right|^{2}+\frac{1}{2} r g\left|h_{1}+h_{2}\right|^{2}+\frac{1}{2} \frac{\delta_{\xi}}{\rho_{1}}\left|\partial_{x} h_{1}\right|^{2}\right] \\
& +r_{1} \int_{0}^{T} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4}+4 \nu_{1} \int_{0}^{T} \int_{0}^{1} h_{1}\left|\partial_{x} u_{1}\right|^{2}+\frac{\alpha}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} \gamma\left(h_{1}\right)\left|u_{1}\right|^{2} \\
& \quad+r g^{2} \int_{0}^{T} \int_{0}^{1} h_{2}^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right)\left(\partial_{x}\left(h_{1}+h_{2}\right)\right)^{2} \\
& \quad=\int_{0}^{1}\left[\frac{1}{2} h_{1_{0}}\left|u_{1_{0}}\right|^{2}+\frac{1}{2} g(1-r)\left|h_{1_{0}}\right|^{2}+\frac{1}{2} r g\left|h_{1_{0}}+h_{2_{0}}\right|^{2}+\frac{1}{2} \frac{\delta_{\xi}}{\rho_{1}}\left|\partial_{x} h_{1_{0}}\right|^{2}\right] \tag{9}
\end{align*}
$$

Proof. Firstly, we multiply the momentum equation by $u_{1}$ and we integrate from 0 to 1. We use the mass conservation equation of the first layer for simplification. Then, we obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{1}\left[\frac{1}{2}\left(h_{1} u_{1}^{2}+g h_{1}^{2}\right)\right]-\frac{\delta_{\xi}}{\rho_{1}} \int_{0}^{1} \partial_{t} h_{1} \partial_{x}^{2} h_{1}+r_{1} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4}+r g \int_{0}^{1} h_{2} \partial_{t} h_{1} \\
& \quad+r g \int_{0}^{1} h_{2} u_{1} \partial_{x}\left(h_{1}+h_{2}\right)+4 \nu_{1} \int_{0}^{1} h_{1}\left(\partial_{x} u_{1}\right)^{2}+\frac{\alpha}{\rho_{1}} \int_{0}^{1} \gamma\left(h_{1}\right) u_{1}^{2}=0 \tag{10}
\end{align*}
$$

Secondly, we multiply the equation for the thin film flow by $\rho_{2} g\left(h_{1}+h_{2}\right)$ and integrate to obtain
$\frac{1}{2} r g \frac{d}{d t} \int_{0}^{1} h_{2}^{2}+r g \int_{0}^{1} h_{1} \partial_{t} h_{2}+r g \int_{0}^{1}\left(h_{1}+h_{2}\right) \partial_{x}\left(h_{2} u_{1}\right)$

$$
\begin{equation*}
=r g^{2} \int_{0}^{1} h_{2}^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right)\left(\partial_{x}\left(h_{1}+h_{2}\right)\right)^{2} . \tag{11}
\end{equation*}
$$

We use the mass conservation equation to write

$$
\begin{equation*}
\int_{0}^{1} h_{2} \partial_{t} h_{1}+\int_{0}^{1} h_{1} \partial_{t} h_{2}=\frac{d}{d t} \int_{0}^{1} h_{1} h_{2} \tag{12}
\end{equation*}
$$

and to develop the following product affecting the terms with $\delta_{\xi}$

$$
\begin{equation*}
\int_{0}^{1} \partial_{x}\left(h_{1} u_{1}\right) \partial_{x}^{2} h_{1}=\int_{0}^{1} h_{1} \partial_{t}\left(h_{1}\right) \partial_{x}^{2} h_{1}=-\frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left|\partial_{x} h_{1}\right|^{2} . \tag{13}
\end{equation*}
$$

By adding (10) and (11), and taking into account (12) and (13), we obtain

$$
\begin{array}{r}
\quad \frac{d}{d t} \int_{0}^{1}\left[\frac{1}{2} h_{1} u_{1}^{2}+\frac{1}{2} g h_{1}^{2}+r g h_{2}\left(h_{1}+\frac{h_{2}}{2}\right)\right]+\frac{1}{2} \frac{\delta_{\xi}}{\rho_{1}} \frac{d}{d t} \int_{0}^{1}\left(\partial_{x} h_{1}\right)^{2}+r_{1} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4} \\
+4 \nu_{1} \int_{0}^{1} h_{1}\left(\partial_{x} u_{1}\right)^{2}+r g^{2} \int_{0}^{1} h_{2}^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right)\left(\partial_{x}\left(h_{1}+h_{2}\right)\right)^{2}+\frac{\alpha}{\rho_{1}} \int_{0}^{1} \gamma\left(h_{1}\right) u_{1}^{2}=0 . \tag{14}
\end{array}
$$

To end, we integrate from 0 to $t$ to have the equality (9).
Corollary 2.1. Let $\left(h_{1}, h_{2}, u_{1}\right)$ be a solution of model (1). Then, thanks to Lemma 2.1 we have:

$$
\begin{gathered}
h_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right), \\
h_{2} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right), \\
\partial_{x} h_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right), \\
\sqrt{h_{1}} u_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right), \\
\sqrt{h_{1}} \partial_{x} u_{1} \quad \text { is bounded in } \quad L^{2}\left(0, T ; L^{2}(0,1)\right), \\
u_{1} \quad \text { is bounded in } L^{2}\left(0, T ; L^{2}(0,1)\right), \\
h_{1}^{\frac{1}{4}} u_{1} \quad \text { is bounded in } \quad L^{2}\left(0, T ; L^{2}(0,1)\right), \\
h_{2} \sqrt{\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}}\left(\partial_{x}\left(h_{1}+h_{2}\right)\right) \quad \text { is bounded in } \quad L^{2}\left(0, T ; L^{2}(0,1)\right) .
\end{gathered}
$$

Remark 2.1. (1) In the Corollary 2.1, the estimate

$$
\sqrt{h_{1}} u_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right)
$$

implies,

$$
h_{1} u_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right)
$$

this leads us

$$
\partial_{t} h_{1} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; W^{-1,2}(0,1)\right) .
$$

(2) We have the additional regularities thanks to Corollary 2.1:
(a) $h_{1}$ is bounded in $L^{2}\left(0, T ; H^{1}(0,1)\right)$,
(b) $h_{1} u_{1}$ is bounded in $L^{3}\left(0, T ; L^{3}(0,1)\right) \cap L^{\infty}\left(0, T ; L^{2}(0,1)\right) \cap L^{2}\left(0, T ; W^{1,1}(0,1)\right)$,
(c) $\gamma\left(h_{1}\right)$ is bounded in $L^{\infty}\left(0, T ; H^{1}(0,1)\right) \cap L^{\infty}\left(0, T ; L^{\infty}(0,1)\right)$.

Remark 2.2. We have the following additional regularities:
(1) $h_{2}$ is bounded in $L^{\infty}\left(0, T ; L^{\infty}(0,1)\right)$,
(2) $\partial_{x}\left(h_{1}+h_{2}\right)$ is bounded in $L^{2}\left(0, T ; L^{2}(0,1)\right)$.

We will need in the following some additional regularity on $h_{1}$ and this will be achieved through an additional BD entropy inequality presented in the next lemma.

Lemma 2.2. For smooth solutions ( $h_{1}, h_{2}, u_{1}$ ) of model (1) satisfying the classical energy equality of the Lemma 2.1, we have the following mathematical BD entropy inequality:

$$
\begin{gather*}
\frac{1}{2} \int_{0}^{1}\left[h_{1}\left|u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right|^{2}+r g\left|h_{1}+h_{2}\right|^{2}+\left.g(1-r)\left|h_{1}\right|^{2}\left|-8 \nu_{1} f\left(h_{1}\right)+\frac{\delta_{\xi}}{\rho_{1}}\right| \partial_{x} h_{1}\right|^{2}\right] \\
+\frac{\alpha}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} \gamma\left(h_{1}\right)\left|u_{1}\right|^{2}+r_{1} \int_{0}^{T} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4}+4 \nu_{1} r_{1} \int_{0}^{T} \int_{0}^{1}\left|u_{1}\right|^{2} u_{1} \partial_{x} h_{1} \\
+2 g \nu_{1} \int_{0}^{T} \int_{0}^{1}\left(1+2 r \frac{h_{2}}{h_{1}}\right)\left|\partial_{x} h_{1}\right|^{2}+4 r g \nu_{1} \int_{0}^{1}\left(1+\frac{h_{2}}{h_{1}}\right) \partial_{x} h_{1} \partial_{x} h_{2}+\frac{\delta_{\xi}}{\rho_{1}} \int_{0}^{T} \int_{0}^{1}\left|\partial_{x}^{2} h_{1}\right|^{2} \\
+r g^{2} \int_{0}^{T} \int_{0}^{1} h_{2}^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right)\left(\partial_{x}\left(h_{1}+h_{2}\right)\right)^{2}+4 \frac{\nu_{1} \alpha}{\rho_{1}} \int_{0}^{T} \int_{0}^{1} \gamma^{\prime}\left(h_{1}\right) u_{1} \partial_{x} h_{1} \\
\leqslant 4 \nu_{1} \int_{0}^{1} f\left(h_{1_{0}}\right)+\int_{0}^{1}\left[h_{1_{0}}\left|u_{1_{0}}\right|^{2}+128 \nu_{1}^{2}\left|\partial_{x} \sqrt{h_{1_{0}}}\right|^{2}+\frac{1}{2} g(1-r)\left|h_{1_{0}}\right|^{2}\right] \\
+\int_{0}^{1}\left[\frac{1}{2} r g\left|h_{1_{0}}+h_{2_{0}}\right|^{2}+\frac{1}{2} \frac{\delta_{\xi}}{\rho_{1}}\left|\partial_{x} h_{1_{0}}\right|^{2}\right] \tag{15}
\end{gather*}
$$

where

$$
\begin{equation*}
f\left(h_{1}\right)=\alpha \log \left(\frac{h_{1}}{3+\alpha \nu_{1}^{-1} h_{1}}\right) . \tag{16}
\end{equation*}
$$

Proof. Let us consider the mass equation

$$
\partial_{t} h_{1}+\partial_{x} h_{1} u_{1}=0
$$

When we use both the transport equation and the renormalized technical, we get:

$$
\partial_{t}\left(\partial_{x} h_{1}\right)+\partial_{x}\left(h_{1} \partial_{x} u_{1}\right)+\partial_{x}\left(u_{1} \partial_{x} h_{1}\right)=0
$$

Replacing $\partial_{x} h_{1}$ by $h_{1} \partial_{x} \log h_{1}$ and introducing the viscosity $4 \nu_{1}$, this becomes

$$
4 \nu_{1} \partial_{t}\left(h_{1} \partial_{x} \log h_{1}\right)+4 \nu_{1} \partial_{x}\left(h_{1} \partial_{x} u_{1}\right)+4 \nu_{1} \partial_{x}\left(h_{1} u_{1} \partial_{x} \log h_{1}\right)=0
$$

Then, we add the momentum equation to obtain
$\partial_{t}\left[h_{1}\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right)\right]+\partial_{x}\left[h_{1} u_{1}\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right)\right]+\frac{1}{2} g \partial_{x} h_{1}^{2}+\frac{\alpha}{\rho_{1}} \gamma\left(h_{1}\right) u_{1}$

$$
-h_{1} \frac{\delta_{\xi}}{\rho_{1}} \partial_{x}^{3} h_{1}+r_{1} h_{1}\left|u_{1}\right|^{2} u_{1}+r g h_{1} \partial_{x} h_{2}+r g h_{2} \partial_{x}\left(h_{1}+h_{2}\right)=0
$$

We multiply this equation by $\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right)$ and we integrate between 0 and 1 .
Now, we transform each term of the resulting identity separately

$$
\begin{gathered}
\int_{0}^{1}\left[\partial_{t}\left[h_{1}\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right)\right]+\partial_{x}\left[h_{1} u_{1}\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right)\right]\right]\left(u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right) \\
=\frac{1}{2} \frac{d}{d t} \int_{0}^{1} h_{1}\left|u_{1}+4 \nu_{1} \partial_{x} \log h_{1}\right|^{2}
\end{gathered}
$$

Next, we only study the terms which do not appear in (9).
The pressure terms become:

$$
\frac{1}{2} g \int_{0}^{1} \partial_{x} h_{1}^{2}\left(4 \nu_{1} \partial_{x} \log h_{1}\right)=2 g \nu_{1} \int_{0}^{1}\left|\partial_{x} h_{1}\right|^{2}
$$

$$
\begin{aligned}
r g \int_{0}^{1}\left[h_{1} \partial_{x} h_{2}\right. & \left.+h_{2} \partial_{x}\left(h_{1}+h_{2}\right)\right]\left(4 \nu_{1} \partial_{x} \log h_{1}\right) \\
& =4 r g \nu_{1} \int_{0}^{1} \frac{h_{2}}{h_{1}}\left|\partial_{x} h_{1}\right|^{2}+4 r g \nu_{1} \int_{0}^{1}\left(1+\frac{h_{2}}{h_{1}}\right) \partial_{x} h_{1} \partial_{x} h_{2} .
\end{aligned}
$$

Adding these two terms, we have:

$$
\begin{array}{r}
\frac{1}{2} g \int_{0}^{1} \partial_{x} h_{1}^{2}\left(4 \nu_{1} \partial_{x} \log h_{1}+r g \int_{0}^{1}\left[h_{1} \partial_{x} h_{2}+h_{2} \partial_{x}\left(h_{1}+h_{2}\right)\right]\left(4 \nu_{1} \partial_{x} \log h_{1}\right)\right. \\
=2 g \nu_{1} \int_{0}^{1}\left(1+2 r \frac{h_{2}}{h_{1}}\right)\left|\partial_{x} h_{1}\right|^{2}+4 r g \nu_{1} \int_{0}^{1}\left(1+\frac{h_{2}}{h_{1}}\right) \partial_{x} h_{1} \partial_{x} h_{2}
\end{array}
$$

For the friction term at the bottom, we have
$\frac{\alpha}{\rho_{1}} \int_{0}^{1} \gamma\left(h_{1}\right) u_{1}\left(4 \nu_{1} \partial_{x} \log h_{1}\right)=\frac{4 \nu_{1}}{\rho_{1}} \int_{0}^{1} \frac{3 \nu_{1} \alpha}{3 \nu_{1}+\alpha h_{1}} u_{1} \partial_{x} \log h_{1}$

$$
=-\frac{4 \nu_{1}}{\rho_{1}} \int_{0}^{1} \frac{3 \nu_{1} \alpha}{3 \nu_{1}+\alpha h_{1}}\left(\frac{\partial_{t} h_{1}}{h_{1}}+\partial_{x} u_{1}\right) .
$$

Considering that Lemma 2.2 gives $f^{\prime}\left(h_{1}\right)=\frac{3 \nu_{1} \alpha}{3 \nu_{1}+\alpha h_{1}} \frac{1}{h_{1}}$, therefore,
$4 \frac{\nu_{1} \alpha}{\rho_{1}} \int_{0}^{1} \gamma\left(h_{1}\right) u_{1} \partial_{x} \log h_{1}=-4 \frac{\nu_{1}}{\rho_{1}} \frac{d}{d t} \int_{0}^{1} f\left(h_{1}\right)+4 \frac{\nu_{1} \alpha}{\rho_{1}} \int_{0}^{1} \gamma^{\prime}\left(h_{1}\right) u_{1} \partial_{x} h_{1}$.
Remark 2.3. (1) The term including $\log \left(\frac{h_{1}}{3+\alpha \nu_{1}^{-1} h_{1}}\right)$ is bounded, see [12].
(2) In Lemma 2.2 all the terms, except $-\int_{0}^{T} \int_{0}^{1}\left|u_{1}\right|^{2} u_{1} \partial_{x} h_{1}$ and $\int_{0}^{T} \int_{0}^{1}\left(1+\frac{h_{2}}{h_{1}}\right) \partial_{x} h_{1} \partial_{x} h_{2}$ are controlled since they have the good sign. But the control of the both terms takes inspiration in [12].
(3) If $\left(h_{1}, h_{2}, u_{1}\right)$ is solution of the model (1), then, thanks to Lemma 2.2, we have that:
$\partial_{x} \sqrt{h_{1}}$ is bounded in $L^{\infty}\left(0, T ; L^{2}(0,1)\right)$ and $\partial_{x}^{2} h_{1}$ is bounded in $L^{2}\left(0, T ; L^{2}(0,1)\right)$.
Theorem 2.1. There exists global weak solutions to system (1) with initial data (4), (5) and satisfying energy equality (9) and energy inequality (15).

## 3. Convergences

This section is devoted to the proof of Theorem 2.1. Let $\left(h_{1}^{k}, h_{2}^{k}, u_{1}^{k}\right)$ be a sequence of weak solutions with initial data

$$
h_{1 \mid t=0}^{k}=h_{1_{0}}^{k}, \quad h_{2 \mid t=0}^{k}=h_{2_{0}}^{k}, \quad\left(h_{1}^{k} u_{1}^{k}\right)_{\mid t=0}=m_{0}^{k}
$$

such as

$$
h_{1_{0}}^{k} \longrightarrow h_{1_{0}} \text { in } L^{1}(0,1), \quad h_{2_{0}}^{k} \longrightarrow h_{2_{0}} \text { in } L^{1}(0,1), \quad m_{0}^{k} \longrightarrow m_{0} \text { in } L^{1}(0,1)
$$

and satisfies
$4 \nu_{1} \int_{0}^{1} f\left(h_{1_{0}}\right)+\int_{0}^{1}\left[h_{1_{0}}\left|u_{1_{0}}\right|^{2}+128 \nu_{1}^{2}\left|\partial_{x} \sqrt{h_{1_{0}}}\right|^{2}+\frac{1}{2} g(1-r)\left|h_{1_{0}}\right|^{2}+\frac{1}{2} r g\left|h_{1_{0}}+h_{2_{0}}\right|^{2}\right]$

$$
+\frac{1}{2} \frac{\delta_{\xi}}{\rho_{1}} \int_{0}^{1}\left|\partial_{x} h_{1_{0}}\right|^{2} \leq C
$$

Such approximate solutions can be built by a regularization of capillary effect.
3.1. Strong convergence of $\left(\sqrt{h_{1}^{k}}\right)_{k}$. Here, we are going to establish the spaces in which $\left(\sqrt{h_{1}^{k}}\right)_{k}$ is bounded.
In this sense we are going to integrate the mass equation and we directly get $\sqrt{h_{1}^{k}}$ in $L^{\infty}\left(0, T ; L^{2}(0,1)\right)$, the Remark 2.3 gives us $\left|\partial_{x} \sqrt{h_{1}^{k}}\right|$ in $L^{\infty}\left(0, T ; L^{2}(0,1)\right)$. So we obtain:
$\sqrt{h_{1}^{k}}$ is bounded in $L^{\infty}\left(0, T ; H^{1}(0,1)\right)$.
Moreover, we use the mass equation again to have the following equality:

$$
\partial_{t} \sqrt{h_{1}^{k}}=\frac{1}{2} \sqrt{h_{1}^{k}} \partial_{x} u^{k}-\partial_{x}\left(\sqrt{h_{1}^{k}} u^{k}\right)
$$

which gives that $\partial_{t} \sqrt{h_{1}^{k}}$ is bounded in $L^{2}\left(0, T ; H^{-1}(0,1)\right)$.
Applying Aubin-Simon lemma ( $[9,13]$ ), we can extract a subsequence, still denoted $\left(h_{1}^{k}\right)_{1 \leq k}$, such as

$$
\left(\sqrt{h_{1}^{k}}\right)_{k} \text { strongly converges to } \sqrt{h_{1}} \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

3.2. Strong convergence of $h_{1}$ and $h_{2}$. Let now study the subsequence $\left(h_{1}^{k}\right)_{k}$. According to the property ( $*$ ) and Sobolev embeddings, we know that, for any finite $s$,

$$
\left(h_{1}^{k}\right)_{k} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{s}(0,1)\right)
$$

In the following, we will assume that $4 \leq s$ in order to simplify our expressions and ensure that

$$
\left(h_{1}^{k}\right)_{k} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; L^{2}(0,1)\right)
$$

The equality $\partial_{x} h_{1}^{k}=2 \sqrt{h_{1}^{k}} \partial_{x} \sqrt{h_{1}^{k}}$ enables us to bound the sequence $\partial_{x} h_{1}^{k}$ in $L^{\infty}\left(0, T ;\left(L^{\frac{2 s}{s+2}}(0,1)\right)^{2}\right)$ and consequently the sequence

$$
\left(h_{1}^{k}\right)_{k} \quad \text { is bounded in } \quad L^{\infty}\left(0, T ; W^{1, \frac{2 s}{s+2}}(0,1)\right)
$$

Moreover, we have some properties on the time derivative of $\left(h_{1}^{k}\right)$; actually the mass equation can be written as: $\partial_{t} h_{1}^{k}=-\partial_{x}\left(h_{1}^{k} u_{1}^{k}\right)$. Splitting the product $h_{1}^{k} u_{1}^{k}$ into $h_{1}^{k} u_{1}^{k}=\sqrt{h_{1}^{k}} \sqrt{h_{1}^{k}} u_{1}^{k}$, we get

$$
h_{1}^{k} u_{1}^{k} \quad \text { in } \quad L^{\infty}\left(0, T ;\left(L^{\frac{2 s}{s+2}}(0,1)\right)^{2}\right) \quad \text { and } \quad \partial_{t} h_{1}^{k} \quad \text { in } \quad L^{\infty}\left(0, T ; W^{-1, \frac{2 s}{s+2}}(0,1)\right) .
$$

Thanks to Aubin-Simon lemma again, we find:

$$
h_{1}^{k} \longrightarrow h_{1} \quad \text { in } \quad C^{0}\left(0, T ; L^{\frac{2 s}{s+2}}(0,1)\right)
$$

We have $h_{2}^{k} \in L^{2}\left(0, T ; H^{1}(0,1)\right)$.
Moreover, we have $\partial_{t} h_{2}^{k}=-\partial_{x}\left(h_{2}^{k} u_{1}^{k}\right)+g \partial_{x}\left[-h_{2}^{k^{2}}\left(\frac{1}{c}+\frac{1}{3 \nu_{1}} h_{2}^{k}\right) \partial_{x}\left(h_{1}^{k}+h_{2}^{k}\right)\right]$.
According to the Sobolev embeddings, we show that the first term is in $W^{-1,1}(0,1)$,
since
$h_{2}^{k} \in L^{2}(0,1)$ and $u_{1}^{k} \in L^{2}(0,1)$. By analogy we prove that the last term is in the same space and we get $\partial_{t} h_{2}^{k}$ also in this space. Thanks to the Aubin-Simon lemma, we find:

$$
\left(h_{2}^{k}\right)_{k} \quad \text { converges strongly to } \quad h_{2} \quad \text { in } \quad L^{2}\left(0, T ; W^{-1, \frac{2 s}{s+2}}(0,1)\right)
$$

3.3. Strong convergence of $\left(h_{1}^{k} u_{1}^{k}\right)_{k}$. Let us write $h_{1}^{k} u_{1}^{k}$ as follow:
$h_{1}^{k} u_{1}^{k}=\sqrt{h_{1}^{k}} \sqrt{h_{1}^{k}} u_{1}^{k}$, we have

$$
\left(\sqrt{h_{1}^{k}}\right)_{k} \text { bounded in } L^{\infty}\left(0, T ; L^{4}(0,1)\right)
$$

and

$$
\left(\sqrt{h_{1}^{k}} u_{1}^{k}\right)_{k} \text { bounded in } L^{\infty}\left(0, T ; L^{2}(0,1)\right)
$$

Thus we have:

$$
\left(h_{1}^{k} u_{1}^{k}\right)_{k} \text { bounded in } L^{\infty}\left(0, T ; L^{\frac{4}{3}}(0,1)\right)
$$

Let's write the gradient as follows:

$$
\partial_{x}\left(h_{1}^{k} u_{1}^{k}\right)=h_{1}^{k} \partial_{x} u_{1}^{k}+u_{1}^{k} \partial_{x} h_{1}^{k}=\sqrt{h_{1}^{k}} \sqrt{h_{1}^{k}} \partial_{x} u_{1}^{k}+u_{1}^{k} \partial_{x} h_{1}^{k}
$$

since the first term is in $L^{2}\left(0, T ; L^{\frac{4}{3}}(0,1)\right)$ and thanks to the Corollary 2.1, second one belongs to $L^{\infty}\left(0, T ; W^{-1, \frac{4}{3}}(0,1)\right) \cap L^{2}\left(0, T ; L^{1}(0,1)\right)$, we have

$$
\left(h_{1}^{k} u_{1}^{k}\right)_{k} \text { bounded in } L^{2}\left(0, T ; W^{1,1}(0,1)\right)
$$

Moreover, the momentum equation of (1) enables us to write the time derivation of the water discharge:
$\left.\partial_{t}\left(h_{1}^{k} u_{1}^{k}\right)=-\partial_{x}\left(h_{1}^{k} u_{1}^{k^{2}}\right)\right)-\frac{1}{2} g \partial_{x}\left[\left(h_{1}^{k}\right)^{2}\right]-4 \nu_{1} \partial_{x}\left(h_{1}^{k} \partial_{x} u_{1}^{k}\right)-\frac{\alpha}{\rho_{1}} \gamma\left(h_{1}^{k}\right) u_{1}^{k}+\alpha\left(h_{1}^{k}\right) h_{1}^{k} u_{1}^{k}\left|u_{1}^{k}\right|^{2}$

$$
+\frac{\delta_{\xi}}{\rho_{1}} h_{1}^{k} \partial_{x}^{3} h_{1}^{k}-r g h_{1}^{k} \partial_{x} h_{2}^{k}-r g h_{2}^{k} \partial_{x}\left(h_{1}^{k}+h_{2}^{k}\right)=0
$$

we then study each term:

- $\partial_{x}\left(h_{1}^{k}\left(u_{1}^{k}\right)^{2}\right)=\partial_{x}\left(\sqrt{h_{1}^{k}} \sqrt{h_{1}^{k}}\left(u_{1}^{k}\right)^{2}\right)$ which is in $L^{2}\left(0, T ; W^{-1, \frac{4}{3}}(0,1)\right)$.
- as $\left(h_{1}^{k}\right)_{k}$ is bounded in $L^{\infty}\left(0, T ; W^{1,1}(0,1)\right)$, it is also bounded in $L^{\infty}\left(0, T ; L^{2}(0,1)\right)$ and we can write the following relation:

$$
\left(\partial_{x}\left[\left(h_{1}^{k}\right)^{2}\right]\right)_{k} \text { is bounded in } L^{\infty}\left(0, T ; W^{-1,1}(0,1)\right)
$$

- $\left(\partial_{x}\left(h_{1}^{k} \partial_{x} u_{1}^{k}\right)\right)_{k}$ is bounded in $L^{2}\left(0, T ; W^{-1, \frac{4}{3}}(0,1)\right)$.
- Let us write $h_{1}^{k} u_{1}^{k}\left(u_{1}^{k}\right)^{2}=\sqrt{h_{1}^{k}} u_{1}^{k} \sqrt{h_{1}^{k}}\left(u_{1}^{k}\right)^{2}$, which is in $L^{2}\left(0, T ; W^{1,1}(0,1)\right)$.
- The last three terms are bounded in $L^{\infty}\left(0, T ; W^{-1,2}(0,1)\right)$.

Then, applying Aubin-Simon lemma, we obtain,

$$
\left(h_{1}^{k} u_{1}^{k}\right)_{k} \text { converges stongly to } \mathbf{m} \text { in } C^{0}\left(0, T ; W^{-1,1}(0,1)\right)
$$

3.4. Strong convergence of $\left(\sqrt{h_{1}^{k}} u_{1}^{k}\right)_{k}$. Setting $\mathbf{m}^{k}=h_{1}^{k} u_{1}^{k}$, so, we have $\sqrt{h_{1}^{k}} u^{k}=\frac{\mathbf{m}^{k}}{\sqrt{h_{1}^{k}}}$. We want to prove the strong convergence for this term. We know that

$$
\left(\frac{\mathbf{m}^{k}}{\sqrt{h_{1}^{k}}}\right)_{k} \text { is bounded in } L^{\infty}\left(0, T ;\left(L^{2}(0,1)\right)^{2}\right)
$$

consequently Fatou lemma reads:

$$
\int_{0}^{1} \liminf \frac{\left(\mathbf{m}^{k}\right)^{2}}{h_{1}^{k}} \leq \liminf \int_{0}^{1} \frac{\left(\mathbf{m}^{k}\right)^{2}}{h_{1}^{k}}<+\infty
$$

In particular, $\mathbf{m}$ is equal to zero for almost every $x$ where $h_{1}(t, x)$ vanishes. Then, we can define the limit velocity taking $u_{1}(t, x)=\frac{\mathbf{m}(t, x)}{h_{1}(t, x)}$ if $h_{1}(t, x) \neq 0$ or else $u_{1}(t, x)=0$. So we have a link between the limits $\mathbf{m}(t, x)=h_{1}(t, x) u_{1}(t, x)$ and:

$$
\int_{0}^{1} \frac{(\mathbf{m})^{2}}{h_{1}}=\int_{0}^{1} h_{1}\left|u_{1}\right|^{2}<+\infty
$$

Moreover, we can use Fatou lemma again to write

$$
\begin{gathered}
\int_{0}^{T} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4} \leq \int_{0}^{T} \int_{] 0,1[ } \liminf h_{1}\left|u_{1}\right|^{4} \leq \liminf \int_{0}^{T} \int_{0}^{1} h_{1}\left|u_{1}\right|^{4} \\
=\liminf \int_{0}^{T} \int_{0}^{1} \sqrt{h_{1}}\left|u_{1}\right|^{2} \sqrt{h_{1}}\left|u_{1}\right|^{2}
\end{gathered}
$$

which gives $\sqrt{h_{1}}\left|u_{1}\right|^{2}$ in $L^{2}\left(0, T ; L^{2}(0,1)\right)$.
As $\mathbf{m}^{k}$ and $h_{1}^{k}$ converge almost everywhere, the sequence of $\sqrt{h_{1}^{k}} u_{1}^{k}=\frac{\mathbf{m}^{k}}{\sqrt{h_{1}^{k}}}$ converges almost everywhere to $\sqrt{h_{1}} u_{1}=\frac{\mathbf{m}}{\sqrt{h_{1}}}$. Moreover, for all $M$ positive $\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right| \leq M}$ converges to $\sqrt{h_{1}} u_{1} 1_{|u| \leq M}$ (still assuming that $h_{1}^{k}$ does not vanish). If $h_{1}$ vanishes, we can write $\sqrt{h_{1}^{k}} u_{1\left|u_{1}^{k}\right| \leq M}^{k} \leq M \sqrt{h_{1}^{k}}$ and then have convergence towards zero. Then, almost everywhere, we obtain the convergence of $\left(\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right| \leq M}\right)_{k}$.
Finally, let us consider the following norm:

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{1}\left|\sqrt{h_{1}^{k}} u_{1}^{k}-\sqrt{h_{1}} u_{1}\right|^{2} \leq \\
& \int_{0}^{T} \int_{0}^{1}\left(\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right| \leq M}-\sqrt{h_{1}} u_{1} 1_{\left|u_{1}\right| \leq M}\right|+\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right|>M}\right|+\left|\sqrt{h_{1}} u_{1} 1_{\left|u_{1}\right|>M}\right|\right)^{2} \\
& \leq 3 \int_{0}^{T} \int_{0}^{1}\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right| \leq M}-\sqrt{h_{1}} u_{1} 1_{\left|u_{1}\right| \leq M}\right|^{2} \\
& +3 \int_{0}^{T} \int_{0}^{1}\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right|>M}\right|^{2} \\
& \\
& \quad+3 \int_{0}^{T} \int_{0}^{1}\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right|>M}\right|^{2}
\end{aligned}
$$

Since $\left(\sqrt{h_{1}^{k}}\right)_{k}$ is bounded in $L^{2}\left(0, T ; L^{4}(0,1)\right)$, it follows

$$
\left(\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right| \leq M}\right)_{k} \text { is bounded in this space. }
$$

So, as we have seen previously, the first integral tends to zero. Let us study the other two terms:

$$
\int_{0}^{1}\left|\sqrt{h_{1}^{k}} u_{1}^{k} 1_{\left|u_{1}^{k}\right|>M}\right|^{2} \leq \frac{1}{M^{2}} \int_{0}^{1} h_{1}^{k}\left(u_{1}^{k}\right)^{4} \leq \frac{c}{M^{2}}
$$

and

$$
\int_{0}^{1}\left|\sqrt{h_{1}} u_{1} 1_{\left|u_{1}\right|>M}\right|^{2} \leq \frac{1}{M^{2}} \int_{0}^{1} h_{1} u_{1}^{4} \leq \frac{c}{M^{2}}
$$

for all $M>0$. When $M$ tends to the infinity, our two integrals tend to zero. Then

$$
\left(\sqrt{h_{1}^{k}} u_{1}^{k}\right)_{k} \quad \text { converges strongly to } \quad \sqrt{h_{1}} u_{1} \quad \text { in } \quad L^{2}\left(0, T ;\left(L^{2}(] 0,1[)\right)^{2}\right)
$$

3.5. Convergence of $\left(\partial_{x} h_{1}^{k}\right)_{k}, \quad\left(h_{1}^{k} \partial_{x} h_{1}^{k}\right)_{k}, \quad\left(h_{2}^{k} \partial_{x} h_{1}^{k}\right)_{k}, \quad\left(\partial_{x}^{2} h_{1}^{k}\right)_{k}, \quad\left(h_{1}^{k} \partial_{x}^{2} h_{1}\right)_{k}$ and $\left(\partial_{x} h_{1}^{h} \partial_{x}^{2} h_{1}^{k}\right)_{k}$. - We have $\left(\partial_{x} h_{1}^{k}\right)_{k}$ bounded in $L^{2}\left(0, T ; H^{1}(0,1)\right)$ and $\left(\partial_{t} \partial_{x} h_{1}^{k}\right)_{k}$ is bounded in $L^{\infty}\left(0, T ; H^{-2}(0,1)\right)$ since $\left(\partial_{t} h_{1}^{k}\right)_{k}$ is bounded in $L^{\infty}\left(0, T ; H^{-1}(0,1)\right)$. Thanks to compact injection of $H^{1}(0,1)$ in $L^{2}(0,1)$ in one dimension, we have:

$$
\left(\partial_{x} h_{1}^{k}\right)_{k} \quad \text { converges strongly to } \quad \partial_{x} h_{1} \quad \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

- The bound of $\partial_{x}^{2} h_{1}^{k}$ in $L^{2}\left(0, T ; L^{2}(0,1)\right)$ and $\partial_{x} h_{2}^{k}$ in $L^{2}\left(0, T ; L^{2}(0,1)\right)$ gives us:

$$
\begin{array}{lll}
\left(\partial_{x}^{2} h_{1}^{k}\right)_{k} & \text { converges weakly to } & \partial_{x}^{2} h_{1}
\end{array} \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right), ~\left(\partial_{x} h_{2}^{k}\right)_{k} \quad \text { converges weakly to } \quad \partial_{x} h_{2} \quad \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right) .
$$

- Thanks to the strong convergence of $\left(h_{1}^{k}\right)_{k},\left(h_{2}^{k}\right)_{k},\left(\partial_{x} h_{1}^{k}\right)_{k}$ and the weak convergence of $\left(\partial_{x}^{2} h_{1}^{k}\right)_{k}$, we have:

$$
\begin{array}{cccc}
\left(h_{1}^{k} \partial_{x} h_{1}^{k}\right)_{k} & \text { converges strongly to } & h_{1} \partial_{x} h_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(h_{2}^{k} \partial_{x} h_{1}^{k}\right)_{k} & \text { converges strongly to } & h_{2} \partial_{x} h_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(h_{1}^{k} \partial_{x}^{2} h_{1}^{k}\right)_{k} & \text { converges weakly to } & h_{1} \partial_{x}^{2} h_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(\partial_{x} h_{1}^{k} \partial_{x}^{2} h_{1}^{k}\right)_{k} & \text { converges weakly to } & \partial_{x} h_{1} \partial_{x}^{2} h_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(h_{1}^{k} \partial_{x} h_{2}^{k}\right)_{k} & \text { converges strongly to } & h_{1} \partial_{x} h_{2} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(h_{2}^{k} \partial_{x} h_{2}^{k}\right)_{k} & \text { converges strongly to } & h_{2} \partial_{x} h_{2} & \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(\left(h_{1}^{k}\right)^{2}\right)_{k} & \text { converges strongly to } & h_{1}^{2} & \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(\left(h_{2}^{k}\right)^{2}\right)_{k} & \text { converges strongly to } & h_{2}^{2} & \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right), \\
\left(h_{1}^{k} h_{2}^{k}\right)_{k} & \text { converges strongly to } & h_{1} h_{2} & \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right) .
\end{array}
$$

3.6. Convergence of $\left(h_{1}^{k} \partial_{x} u_{1}^{k}\right)_{k},\left(\gamma\left(h_{1}^{k}\right) u_{1}^{k}\right)_{k}$ and $\left(h_{1}^{k}\left|u_{1}^{k}\right|^{2} u_{1}^{k}\right)_{k}$. As $\left(u_{1}^{k}\right)_{k}$ is bounded in $L^{2}\left(0, T ; L^{2}(0,1)\right)$, then $\left(\partial_{x} u_{1}^{k}\right)_{k}$ is bounded in $L^{2}\left(0, T ; W^{-1,2}(0,1)\right)$.
Moreover, we have $\left(\gamma\left(h_{1}^{k}\right)\right)_{k}$ bounded in $L^{\infty}\left(0, T ; H^{1}(0,1)\right)$.
Then,

$$
\begin{array}{cccc}
\left(\gamma\left(h_{1}^{k}\right)\right)_{k} & \text { converges strongly to } & \gamma\left(h_{1}\right) \quad \text { in } C^{0}\left(0, T ; L^{2}(0,1)\right), \\
\left(u_{1}^{k}\right)_{k} & \text { converges weakly to } & u_{1} \quad \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right)
\end{array}
$$

So,

$$
\left(\gamma\left(h_{1}^{k}\right) u_{1}^{k}\right)_{k} \quad \text { converges weakly to } \quad \gamma\left(h_{1}\right) u_{1} \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

However, the function $\left(h_{1}^{k}, \partial_{x} h_{1}^{k}\right) \longmapsto h_{1}^{k} \partial_{x} h_{1}^{k}$ is a continuous in $L^{\infty}\left(0, T ; H^{1}(0,1)\right) \times$ $L^{2}\left(0, T ; W^{-1,2}(0,1)\right)$ to $L^{2}\left(0, T ; W^{-1,2}(0,1)\right)$.
So,

$$
\left(h_{1}^{k} \partial_{x} u_{1}^{k}\right)_{k} \quad \text { converges weakly to } \quad h_{1} \partial_{x} u_{1} \quad \text { in } L^{2}\left(0, T ; H^{-1}(0,1)\right)
$$

Finally, thanks to the strong convergence of $\left(\sqrt{h_{1}^{k}} u_{1}^{k}\right)_{k}$ to $\sqrt{h_{1}} u_{1}$ in $L^{2}\left(0, T ; L^{2}(0,1)\right)$ and the weak convergence of $\left(u_{1}^{k}\right)_{k}$ to $u_{1}$ mentioned above, we have:

$$
\left(h_{1}^{k}\left|u_{1}^{k}\right|^{2} u_{1}^{k}\right)_{k} \quad \text { converges weakly to } \quad h_{1}\left|u_{1}\right|^{2} u_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right)
$$

3.7. Convergences of $\left(h_{2}^{k} u_{1}^{k}\right)_{k}$ and $\left(\left(h_{2}^{k}\right)^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}^{k}\right) \partial_{x}\left(h_{1}^{k}+h_{2}^{k}\right)\right)_{k}$. We know that $\left(\partial_{x}\left(h_{1}^{k}+h_{2}^{k}\right)\right)_{k}$ converges weakly to $\partial_{x}\left(h_{1}+h_{2}\right)$ in $L^{2}\left(0, T ; L^{2}(0,1)\right)$ and $\left(\left(h_{2}^{k}\right)^{2}\left(\frac{1}{c}+\right.\right.$ $\left.\left.\frac{1}{3 \nu_{2}} h_{2}^{k}\right)\right)_{k} \quad$ converges strongly to $h_{2}^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}}\right) h_{2}$ in $L^{1}\left(0, T ; L^{1}(0,1)\right)$. So,
$\left(\left(h_{2}^{k}\right)^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}^{k}\right) \partial_{x}\left(h_{1}^{k}+h_{2}^{k}\right)\right)_{k} \quad$ converges weakly to $\left(h_{2}\right)^{2}\left(\frac{1}{c}+\frac{1}{3 \nu_{2}} h_{2}\right) \partial_{x}\left(h_{1}+h_{2}\right)$ in $L^{1}\left(0, T ; L^{1}(0,1)\right)$. To conclude, we have:

$$
\left(u_{1}^{k}\right)_{k} \quad \text { converges weakly to } \quad u_{1} \text { in } L^{2}\left(0, T ; L^{2}(0,1)\right)
$$

and the strong convergence of $\left(h_{2}^{k}\right)_{k}$ to $h_{2}$, both give us:

$$
\left(h_{2}^{k} u_{1}^{k}\right)_{k} \quad \text { converges weakly to } \quad h_{2} u_{1} \quad \text { in } L^{1}\left(0, T ; L^{1}(0,1)\right)
$$
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# Ideals with linear resolution in Segre products 

Gioia Failla


#### Abstract

We consider a homogeneous graded algebra on a field $K$, which is the Segre product of a $K$-polynomial ring in $m$ variables and the second squarefree Veronese subalgebra of a $K$-polynomial ring in $n$ variables, generated over $K$ by elements of degree 1 . We describe a class of graded ideals of the Segre product with a linear resolution, provided that the minimal system of generators satisfies a suitable condition of combinatorial kind.
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## 1. Introduction

Let $A$ and $B$ be two homogeneous graded algebras and let $A * B$ be their Segre product $K\left[u_{1}, \ldots, u_{n}\right]$, where all generators have degree 1. In [14] the notion of strongly Koszul algebra is introduced and the main consequence is that the maximal graded ideal has linear quotients, hence a linear resolution. In particular if $A=K\left[x_{1}, \ldots, x_{n}\right]$ and $B=K\left[y_{1}, \ldots, y_{m}\right]$ are polynomial rings, the graded maximal ideal $\left(x_{1} y_{1}, \ldots, x_{n} y_{m}\right)$ of $A * B$ has linear quotients and a linear resolution. For the significant applications in combinatorics, the case where $A$ and $B$ are monomial algebras received a lot of attention from algebrists. In this case, note that the generators $u_{1}, \ldots, u_{n}$ are monomials and the subtended affine semigroup reflects properties of the algebra. The problem to yield monomial ideals with linear quotients and having linear resolution is particularly interesting for homogeneous semigroup rings. The aim of this paper is to investigate if the class of monomial ideals of the semigroup ring studied in [12], and with linear quotients, has a linear resolution.
More precisely, in Section 1, we consider two polynomials rings $A=K\left[x_{1}, \ldots, x_{n}\right]$ and $B=K\left[y_{1}, \ldots, y_{m}\right]$ with the standard graduation and the Segre product $B *$ $A^{(2)}$ between $B$ and the second squarefree Veronese ring $A^{(2)}$ generated over $K$ by all squarefree monomials of degree 2 of $A$. We recall in particular the property $P$ considered in [12], on ordered subsets of the generators of $C$, that has an interpretation in algebraic combinatorics. In Section 2, we focus our attention to monomial ideals of $B * A^{(2)}$, that admit quotient ideals linearly generated and, as a consequence, they have a linear resolution, being linear modules, following the definition given in [3]. We examine a class of ideals, generated by a suitable subset of the set of the generators of the K-algebra $B * A^{(2)}$, studied in [12] and with linear quotients. The main point is to require that the set of generators satisfies a property able to guarantee that a family of colon ideals of the ideal has linear quotients.

## 2. Preliminaries and known results

Let $A=K\left[x_{1}, \ldots, x_{n}\right]$ and $B=K\left[y_{1}, \ldots, y_{m}\right]$ be two polynomial rings in $n$ and $m$ variables respectively with coefficients in any field $K$. Let $A^{(2)} \subset A$ be the 2nd squarefree Veronese algebra of $A$ and let $C=B * A^{(2)}$ be the Segre product of $B$ and $A^{(2)}$. We consider $C$ as a standard $K$-algebra generated in degree 1 by the monomials $y_{\alpha} x_{i} x_{j}$, with $1 \leq \alpha \leq m, 1 \leq i<j \leq n$. For convenience, we will indicate such a monomial by $\alpha i j$.

In [12] we computed all quotient ideals of principal ideals of $C$, generated by generators of the graded maximal ideal $m^{*}$ of $C$ in order to obtain the intersection degree of this algebra [13], [14]. The description of the generators of the colon ideals will be used in the following.
Theorem 2.1. [12, Theorem 1.1] Let $C=B * A^{(2)}$ be the Segre product and let $m^{*}=$ $\left(u_{1}, \ldots, u_{N}\right), N=m\binom{n}{2}$ the maximal ideal of $C$. Let $\left(u_{r}\right):\left(u_{s}\right), 1 \leq r, s \leq N, r \neq s$, $a$ colon ideal of generators of $m^{*}$, in the lexicographic order. Then we have:

1. $\left(\alpha i j_{1}\right):\left(\alpha i j_{2}\right)=\left(\beta k j_{1}, k \neq j_{1}, j_{2}, \beta \in\{1, \ldots, m\}\right)$
2. $\left(\alpha_{1} i j_{1}\right):\left(\alpha_{2} i j_{2}\right)=\left(\alpha_{1} k j_{1}, k \neq j_{1}, j_{2}\right)$
3. $\left(\alpha i_{1} j\right):\left(\alpha i_{2} j\right)=\left(\beta i_{1} k, k \neq i_{1}, i_{2}, \beta \in\{1, \ldots, m\}\right)$
4. $\left(\alpha_{1} i_{1} j\right):\left(\alpha_{2} i_{2} j\right)=\left(\alpha_{1} i_{1} k, k \neq i_{1}, i_{2}\right)$
5. $\left(\alpha i_{1} j\right):\left(\alpha j j_{2}\right)=\left(\beta i_{1} k, k \neq i_{1}, j_{2}, \beta \in\{1, \ldots, m\}\right)$
6. $\left(\alpha i j_{1}\right):\left(\alpha i_{2} i\right)=\left(\beta k j_{1}, k \neq j_{1}, i_{2}, \beta \in\{1, \ldots, m\}\right)$
7. $\left(\alpha_{1} i_{1} j\right):\left(\alpha_{2} j j_{2}\right)=\left(\alpha_{1} i_{1} k, k \neq i_{1}, j_{2}\right)$
8. $\left(\alpha_{1} i j_{1}\right):\left(\alpha_{2} i_{2} i\right)=\left(\alpha_{1} k j_{1}, k \neq i_{2}, j_{1}\right)$
9. $\left(\alpha_{1} i_{1} j_{1}\right):\left(\alpha_{2} i_{2} j_{2}\right)=\left(\alpha_{1} i_{1} j_{1},\left(\alpha_{1} i_{1} s\right)\left(\beta j_{1} s\right), \beta \in\{1, \ldots, m\}, s \neq i_{1}, j_{1}, i_{2}, j_{2}\right)$
$10\left(\alpha_{1} i j\right):\left(\alpha_{2} i j\right)=\left(\alpha_{1} k l, k \neq l\right)$
Corollary 2.2. [12, Corollary 1.2] Let $B * A^{(2)}$ be the Segre product as in Theorem 2.1, where all generators are of degree 1. Then the intersection degree of the monomial algebra $B * A^{(2)}$ is equal to 3 for $n>4$.

The fact that there are colon ideals not generated in degree 1 can to not be a problem for special classes of monomial ideals. In particular the strong condition that we consider monomial ideals generated by subsets of generators that verify the property $P$ implies that a family of associated quotients ideals are generated in degree 1 , provided a suitable order on the generators.

For this end, we introduce in the set of monomials of $K\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right]$ the lexicographic order with the order on the variables $y_{1}>\ldots>y_{m}>x_{1}>\ldots>x_{n}$. Moreover, following [12], we call "bad pair" a pair of monomials $i j, k l$ in $A^{(2)}$ or $\alpha i j, \beta k l$ in $C$, with $i \neq k$ and $j \neq l$.
Definition 2.1. Let $\left(u_{1}, \ldots, u_{t}\right)$ be an ideal of $C=B * A^{(2)}$ generated by a sequence $\mathcal{L}=\left\{\alpha_{1} i_{1} j_{1}, \ldots, \alpha_{t} i_{t} j_{t}\right\}$ of generators of $C$, with $u_{1}>\ldots>u_{t}$. Fixed $\alpha k l \in \mathcal{L}$, let $\mathcal{L}_{\alpha k l}=\{\beta r s \in \mathcal{L} / \beta r s>\alpha k l$ and $r s>k l\}$ and $\mathcal{L}_{\alpha k l}^{\prime}=\{\beta r s \in \mathcal{L} / \beta r s<\alpha k l$ and $r s>$ $k l\}$ be. We say that the sequence $\mathcal{L}$ satisfies the property $P$ if:
(1) for each bad pair $\alpha i j>\alpha k l$ in $\mathcal{L}, \alpha i k \in \mathcal{L}_{\alpha k l}$ or $\alpha i l \in \mathcal{L}_{\alpha k l}$ or $\alpha k l \in \mathcal{L}_{\alpha j k}$ or $\alpha j l \in \mathcal{L}_{\alpha k l}$
(2) for each bad pair $\alpha i j>\beta k l$ in $\mathcal{L}$, with $i j>k l$, $\alpha i k \in \mathcal{L}_{\beta k l}$ or $\alpha i l \in \mathcal{L}_{\beta k l}$ or $\alpha j k \in \mathcal{L}_{\beta k l}$ or $\alpha j l \in \mathcal{L}_{\beta k l}$
(3) for each bad pair $\alpha i j>\beta k l$ in $\mathcal{L}$, with $i j<k l$, or $\beta k i \in \mathcal{L}_{\alpha i j}^{\prime}$ or $\beta k j \in \mathcal{L}_{\alpha i j}^{\prime}$ or $\beta i l \in \mathcal{L}_{\alpha i j}^{\prime}$ or $\beta j l \in \mathcal{L}_{\alpha i j}^{\prime}$.
By using this definition, we have:
Theorem 2.3. Let $\left(u_{1}, \ldots, u_{t}\right)$ be the ideal of $B * A^{(2)}$ generated by a sequence $\mathcal{L}=$ $\left\{\alpha_{1} i_{1} j_{1}, \ldots, \alpha_{t} i_{t} j_{t}\right\}$ of generators of $M$, with $u_{1}>\ldots>u_{t}$. Fixed $\alpha k l \in \mathcal{L}$, let $\mathcal{L}_{\alpha k l}=$ $\{\beta r s \in \mathcal{L} / \beta r s>\alpha k l$ and $r s>k l\}$ and $\mathcal{L}_{\alpha k l}^{\prime}=\{\beta r s \in \mathcal{L} / \beta r s<\alpha k l$ and $r s>k l\}$ be. Suppose that the sequence $\mathcal{L}$ satisfies the property $P$. Then $\left(u_{1}, \ldots, u_{t}\right)$ has linear quotients.
Proof. See [12, Theorem 2.3].
Example 2.1. For $n=2, m=5$, consider $C=K\left[y_{1}, y_{2}\right] * K\left[x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right]$. The sequences $\mathcal{L}_{1}=\{112,113,114, \ldots, 145,212,213,214, \ldots, 245\}$ and $\mathcal{L}_{2}=\{112,113,123$, $125,135,212,213,223,225,235\}$ satisfy the property $P$. For $\mathcal{L}_{1}$ the result is obvious, since $\mathcal{L}_{1}$ is the generating sequence of the maximal irrelevant ideal of $C$. For $\mathcal{L}_{2}$, we observe that it comes from the colon ideal $(112,113):(114)=(112,113,123,125,135$, $212,213,223,225,235)$. Consider the bad pair $112>135$, with $12>35$. Then $\mathcal{L}_{135}=\{112,113,123,125\}$. We have $113 \in \mathcal{L}_{135}, 123 \in \mathcal{L}_{135}, 125 \in \mathcal{L}_{135}, 115 \notin \mathcal{L}_{135}$. Consider the bad pair $125>213$, with $25<13, \mathcal{L}_{125}^{\prime}=\{212,213,223\}$. We have $212 \in \mathcal{L}^{\prime}, 215 \notin \mathcal{L}^{\prime}, 223 \in \mathcal{L}^{\prime}, 235 \notin \mathcal{L}^{\prime}$. Then the property $P$ is satisfied.

## 3. Monomial Ideals with linear quotients

The aim of this section is to prove that the class of monomial ideals of the Segre product $C=B * A^{(2)}$ described in [12], having linear quotients, has a linear resolution on $C$. For this we need the following;
Theorem 3.1. Let $\left(u_{1}, \ldots u_{t}\right)$ be the ideal of $C=B * A^{(2)}$ generated by the sequence $\mathcal{L}$ as in Theorem 2.1 and $I_{q-1}=\left(\alpha_{1} i_{1} j_{1}, \ldots, \alpha_{q-1} i_{q-1} j_{q-1}\right), q \leq t-1$. Then the colon ideal $I: \alpha_{q-1} i_{q} j_{q}$ satisfies condition $P$.
Proof. Note that the monomial ideal $I: \alpha_{q} i_{q} j_{q}$ is generated by all colon ideals $\alpha_{p} i_{p} j_{p}$ : $\alpha_{q} i_{q} j_{q}$ such that each pair $\alpha_{p} i_{p} j_{p}, \alpha_{q} i_{q} j_{q}$ is not a bad pair for $p<q$ (see [12, Theorem 2.3]). Set $i=i_{p}$ and $j=j_{p}$. Assume $i<j$. Consider a bad pair $a, b \in I: \alpha_{q} i j$ :

I case: $a \in \alpha i_{s} j_{s}: \alpha i j, \quad i_{s} j_{s}, i j$ is not a bad pair $b \in \alpha i_{t} j_{t}: \alpha i j, \quad i_{t} j_{t}, i j$ is not a bad pair

II case: $a \in \alpha i_{s} j_{s}: \beta i j, \quad i_{s} j_{s}, i j$ is not a bad pair $b \in \beta i_{s} j_{s}: \beta i j, \quad i_{s} j_{s}, i j$ is not a bad pair

III case: $a \in \alpha i_{s} j_{s}: \beta i j, \quad i_{s} j_{s}, i j$ is not a bad pair $b \in \gamma i_{s} j_{s}: \beta i j, \gamma \neq \alpha, \quad i_{s} j_{s}, i j$ is not a bad pair

IV case: $a \in \alpha i_{s} j_{s}: \alpha i j, \quad i_{s} j_{s}, i j$ is not a bad pair $b \in \beta i_{t} j_{t}: \alpha i j, \quad i_{t} j_{t}, i j$ is not a bad pair

I case: Note that $i_{s} j_{s}>i j, i_{t} j_{t}>i j$ and $i_{s}<j_{s}, i<j, i_{t}<j_{t}$. Write $i=i_{t}$ and $j=j_{s}$, the colon ideals to be considered are $\alpha i_{s} j: \alpha i j$ and $\alpha i j_{t}$ : $\alpha i j$. Let $a \in \alpha i_{s} j$ : $\alpha i j$ and $b \in \alpha i j_{t}: \alpha i j$ be. Suppose $a=\alpha i_{s} k, k \neq i_{s}, j$ and $b=\alpha l j_{t}, l \neq j_{t}, j$.

We look to the following cases:
i) $i_{s}<k, l<j_{t}$. If $\alpha i_{s} k>\alpha l j_{t}($ that is $a>b)$ then $i_{s} k>l j_{t}, i_{s}<l<j_{t}$, hence $i_{s}<j_{t}$. Since $i<j_{t}$, it follows that $\alpha i_{s} j_{t}$ is a generator of the colon ideal $I: \alpha i j$ (since $\left.j_{t} \neq i_{s}, i\right)$. It follows that $\alpha i_{s} j_{t}>\alpha l j_{t}$, that is $\alpha i_{s} j_{t} \in \mathcal{L}_{\alpha l j_{t}}$. If $a<b$, $i_{s} k<l j_{t}, l<i_{s}, \alpha i_{s} k<\alpha l i_{s}$ and $i_{s} k<l i_{s}$. It follows $\alpha l i_{s} \in \mathcal{L}_{\alpha i_{s} k}$ (that is the property $P$ ).
ii) $i_{s}<k, l>j_{t}, a=\alpha i_{s} k, b=\alpha j_{t} l$. If $a>b, \alpha i_{s} k>\alpha j_{t} l$ and $i_{s}<j_{t}<l$. Since $i<j_{t}$, it follows that $\alpha i_{s} j_{t}$ is a generator of the colon ideal $I$ : $\alpha i j$ (since $\left.j_{t} \neq i_{s}, i\right)$ hence $\alpha i_{s} j_{t}>\alpha j_{t} l, \alpha i_{s} j_{t} \in \mathcal{L}_{\alpha j_{t} l}($ that is the property $P)$. If $a<b$, $i_{s} k<j_{t} l$. Then $j_{t}<i_{s}<k$, hence $j_{t} i_{s}>i_{s} k$ and $\alpha j_{t} i_{s} \in \mathcal{L}_{\alpha i_{s} k}$.
iii) $i_{s}>k, l<j_{t}$. If $a>b, k i_{s}>l j_{t}$, then $k<l$ and so $k<l<j_{t}$. Since $k<j$, the element $\alpha k j_{t}$ is a generator of $I: \alpha i j$ and $\alpha k j_{t}>\alpha l j_{t}$, so $\alpha k j_{t} \in \mathcal{L}_{\alpha l j_{t}}$. If $k i_{s}<l j_{t}, l<k<i_{s}$ and, since $l<i$, it follows that $\alpha l i_{s}$ is a generator of $I: \alpha i j$ and $\alpha l i_{s}>\alpha k i_{s}, \alpha l i_{s} \in \mathcal{L}_{\alpha k i_{s}}$ (that is the property $P$ ).
iv) $i_{s}>k, l>j_{t}$. If $a>b$, write $a=\alpha k i_{s}, b=\alpha j_{t} l$. If $k i_{s}>j_{t} l, k<j_{t}<l$ and $k j_{t}>j_{t} l$. Since $k<i_{s}<i<j, \alpha k j_{t}$ is a generator of $I$ : $\alpha i j$. It follows $\alpha k j_{t} \in \mathcal{L}_{\alpha j_{t} l}$ (that is the property $P$ ). If $k i_{s}<j_{t} l, j_{t}<k<i_{s}$ and $j_{t}<i_{s}<i$. Hence $\alpha j_{t} i_{s}$ is a generator of $I: \alpha i j, \alpha j_{t} i_{s}>\alpha k i_{s}$, and $\alpha j_{t} i_{s} \in \mathcal{L}_{\alpha k i_{s}}$.

Indeed, we have to achieve the property $P$ for the remaining cases. In synthesis, we can suppose:

$$
\begin{gathered}
a=\beta i_{s} k, k \neq i_{s}, i \text { and } \beta \neq \alpha, \beta>\alpha \\
b=\gamma l j_{t}, l \neq j_{t}, j, \beta i_{s} k>\gamma l j_{t} \text { then } \beta>\gamma .
\end{gathered}
$$

We can have:
a) $i_{s} k>l j_{t}$
b) $i_{s} k<l j_{t}$.

We look to the following cases:
i') $i_{s}<k, l<j_{t}$, ii') $i_{s}<k, l>j_{t}$, iii') $i_{s}>k, l<j_{t}$, iv') $i_{s}>k, l>j_{t}$ :
i') For a), $i_{s}<k$ and $l<j_{t}$, hence $i_{s}<l<j_{t}$ and $j_{t} \neq i_{s}$. Since $j_{t}>i, j_{t} \neq i$, it follows that $\beta i_{s} j_{t}$ is an element of $I$ : $\alpha i j$ and $\beta i_{s} j_{t}>\gamma l j_{t}$ (that is the property $P)$. For b), $i_{s}>l$. Since $j_{t}>i, j_{t} \neq i$. It follows that the monomial $\beta i_{s} j_{t}$ is an element of $I: \alpha i j$ and $\beta i_{s} j_{t}>\gamma l j_{t}, \gamma l j_{t} \in \mathcal{L}_{\beta i_{s} j_{t}}^{\prime}$ (that is the property $P$ ).
ii') For a), write $i_{s} k>j_{t} l$. Then $i_{s}<j_{t}<l$. Since $i<j_{t}$, it follows that $\beta i_{s} j_{t}$ is a generator of the colon ideal $I$ : $\alpha i j$ (since $\left.j_{t} \neq i_{s}, i\right)$ hence $\beta i_{s} j_{t}>\gamma j_{t} l, \beta i_{s} j_{t} \in$ $\mathcal{L}_{\gamma j_{t} l}($ that is the property $P)$. For b), $i_{s} k<j_{t} l$. Then $j_{t}<i_{s}<k$, hence $j_{t} i_{s}>i_{s} k, \beta j_{t} i_{s}>\gamma i_{s} k$ and $\beta j_{t} i_{s} \in \mathcal{L}_{\gamma i_{s} k}$.
iii') For a) $k i_{s}>l j_{t}$, then $k<l$ and so $k<l<j_{t}$. Since $k<j$, the element $\beta k j_{t}$ is a generator of $I: \alpha i j$ and $\beta k j_{t}>\gamma l j_{t}$, so $\beta k j_{t} \in \mathcal{L}_{\gamma l j_{t}}$. For b), $l<k<i_{s}$ and, since $l<i$, it follows that $\gamma l i_{s}<\beta k i_{s}, \gamma l i_{s} \in \mathcal{L}_{\beta k i_{s}}^{\prime}$.
iv') For a), write $k i_{s}>j_{t} l, k<j_{t}<l$ and $k j_{t}>j_{t} l$. Since $k<i_{s}<i<j, \gamma k j_{t}$ is a generator of $I: \alpha i j$, and $\gamma k j_{t}<\beta j_{t} l$, it follows $\gamma k j_{t} \in \mathcal{L}_{\beta j_{t} l}^{\prime}$, that is the property $P$. For b), write $k i_{s}<j_{t} l, j_{t}<k<i_{s}$ and $j_{t}<i_{s}<i$. Hence $\beta j_{t} i_{s}$ is a generator of $I: \alpha i j, \beta j_{t} i_{s}>\gamma k i_{s}$, and $\beta j_{t} i_{s} \in \mathcal{L}_{\gamma k i_{s}}$.
The proof of cases II, III, IV is analogous.

Now we recall the definition of linear module, as found in [3].
Definition 3.1. Let $R=K\left[u_{1}, \ldots, u_{n}\right]$ be a homogeneous $K$-algebra, $K$ a field, finitely generated over $K$ by elements of degree 1 , and let $M$ a graded $R$-module. $M$ is said to be linear if it has a system of generators $m_{1}, \ldots, m_{t}$ all of the same degree, such that for $j=1, \ldots, t$ the colon ideals:

$$
\left(R m_{1}+\ldots R m_{j-1}\right): m_{j}
$$

is generated by a subset of $\left\{u_{1}, \ldots, u_{n}\right\}$.
Proposition 3.2. [14, Theorem 1.2] Suppose $R$ a strongly Koszul K-algebra. Let $I \subset R$ be a homogeneous ideal generated by a subset of generators of the maximal irrelevant ideal of $R$. Then I has linear quotients and a linear resolution on $R$.
Proposition 3.3. Let $C$ be the monomial algebra $B * A^{(2)}$ and let $I$ be a monomial ideal $\left(u_{1}, \ldots, u_{t}\right)$ generated by a sequence $\mathcal{L}$ of generators of the algebra that satisfies the property $P$. Then I has a linear resolution.

Proof. By Definition 3.1, $I$ is a linear module. Hence the statement will be true if we show that $I$ has linear relations and its first syzygy module is again a linear module. For the first assertion, if $a_{1} u_{1}+\ldots+a_{r} u_{r}, 1 \leq r \leq t$, is a homogeneous generating relation of $I$, let $a_{j}$ be the last non zero coefficient of that relation, then $a_{j}$ is a generator of the colon ideal $\left(u_{1}, \ldots, u_{j-1}\right): u_{j}$. Hence $a_{j}$ is a generator of the algebra of degree 1 , and the relation is linear. Let $S y z_{1}(I)$ be the first syzygy module of $I$. We will prove that $S y z_{1}(I)$ is a linear module by induction on the number of generators. If the ideal $I$ is principal, then $S y z_{1}(I)=\{0\}$. Suppose $S y z_{1}(I)$ generated by $r$ elements $g_{1}, \ldots, g_{s}, s>1$,such that with respect to them $S y z_{1}(I)$ is a linear module. Consider the submodule $D=C g_{1}+\ldots+C g_{s-1}$ that is linear by induction and so its $S y z_{1}(D)$ module, with respect to a system of minimal generators $l_{1}, \ldots, l_{u}$. By the exact sequence

$$
0 \rightarrow S y z_{1}(D) \rightarrow S y z_{1}\left(S y z_{1}(I)\right) \rightarrow S y z_{1}\left(S y z_{1}(I) / S y z_{1}(D)\right) \rightarrow 0
$$

the module $S y z_{1}(I) / S y z_{1}(D)$ is cyclic with annihilator ideal $C g_{1}+\ldots+C g_{s-1}$ : $C g_{s}$, then $S y z_{1}\left(S y z_{1}(I) / S y z_{1}(D)\right) \cong\left(u_{i_{1}}, \ldots, u_{i_{v}}\right), 1 \leq i_{1}<\ldots<i_{v} \leq t$, that verifies the Property $P$ by induction and then it is a linear module. Now we can complete the set $l_{1}, \ldots, l_{u}$ in $S y z_{1}(D)$, hence in $S y z_{1}\left(S y z_{1}(I)\right)$, choosing homogeneous elements $h_{1}, h_{2}, \ldots, h_{v}$ of $S y z_{1}\left(S y z_{1}(I)\right)$, such that they can be mapped onto in the set $u_{i_{1}}, \ldots, u_{i_{v}}$. We claim that the module $S y z_{1}\left(S y z_{1}(I)\right)$, generated by the set $l_{1}, \ldots, l_{u}$, $h_{1}, h_{2}, \ldots, h_{v}$ is a linear module with respect to these generators. In fact the quotient ideals $C l_{1}+\ldots+C l_{j-1}: C l_{j}, 1 \leq j \leq s$, are generated by a subset of generators. By induction, each colon ideal $C l_{i_{j}}: C h_{j_{k}}=(0), 1 \leq i_{j} \leq u, 1 \leq i_{k} \leq v$, and $C h_{1}+C h_{k-1}: C h_{k}, 1 \leq k \leq v$, are generated by a subset of variables. For this, let $m$ be a monomial generator, then $m h_{k}=b_{1} h_{1}+\ldots+b_{k-1} h_{k-1}$ and mapping onto in
$S y z_{1}\left(S y z_{1} / S y z_{1}(D)\right.$ ), we obtain the relation $m u_{i_{k}}=b_{1} u_{i_{1}}+b_{k}-1 u_{i_{k-1}}$ in $C$. So $m$ is a generator of the quotient ideal $\left(u_{i_{1}}, \ldots, u_{i_{k-1}}\right): u_{i_{k}}$, hence of degree 1 .
Corollary 3.4. Let $I=\left(u_{1}, \ldots, u_{t}\right)$ be an ideal of $B * A^{(2)}$ as in Theorem 2.1. Let $I_{r}$ be any colon ideal $\left(u_{1}, \ldots, u_{r}\right):\left(u_{r+1}\right)$ of $I, r=1, \ldots, t-1$. Then we have:
(1) $I_{r}$ has linear quotients
(2) $I_{r}$ has a linear resolution.

Proof. (1) By Theorem 3.1 and (2) by Proposition 3.3 .
Remark 3.1. We proved in Theorem 3.1 that any colon ideal $I_{r}$ of $I$ verifies the property $P$. In the same way any colon ideal of $I_{r}$ verifies $P$ and so on. The previous condition characterizes the sequentially Koszul algebras, as defined in [1].
Remark 3.2. For $n=4, A^{(2)}$ is a strongly Koszul algebra and consequently the Segre product $B * A^{(2)}$ [14]. As a consequence any ideal generated by a subset of generators has a linear resolution.
Remark 3.3. For homogeneous semigroup rings arising from Grassmann varieties, Hankel varieties of $\mathbb{P}^{n}$ and their subvarieties [7], [8], [9], [10], [15], the problem is more difficult. For $G(1,3)=H(1,3)$ its toric ring is strongly Koszul, being a quotient of the polynomial ring $K[[12],[13],[14],[23],[24],[34]]$ for the ideal generated by the binomial relation [14][23]-[13][24], where $[i, j]$ is the variable corresponding to the minor with columns $i, j, i<j$, of a $2 \times 4$ generic matrix. The semigroup ring of $\mathbb{G}(1,4)$ is a subring of $K\left[t_{11}, t_{12}, t_{13}, t_{14}, t_{15}, t_{21}, t_{22}, t_{23}, t_{24}, t_{25}\right], t_{i j}$ the generic entry of a $2 \times 5$ - matrix

$$
\left(\begin{array}{ccccc}
t_{11} & t_{12} & t_{13} & t_{14} & t_{15} \\
t_{21} & t_{22} & t_{23} & t_{24} & t_{25}
\end{array}\right)
$$

and it is generated by the diagonal initial terms of ten $2 \times 2$ minors of the matrix. The semigroup of $H(1,4)$ is a subring of $K\left[t_{11}, t_{12}, t_{13}, t_{14}, t_{15}, t_{16}\right]$, generated by the diagonal initial terms of ten $2 \times 2$ minors of the Hankel matrix

$$
\left(\begin{array}{ccccc}
t_{11} & t_{12} & t_{13} & t_{14} & t_{15} \\
t_{12} & t_{13} & t_{14} & t_{15} & t_{16}
\end{array}\right)
$$

Both rings have a toric ideal generated by a Gröbner basis of degree 2 [15], [8] and they are Koszul. The problem to find monomial ideals generated by subsets of generators of the semigroup ring with linear resolution is open, for $n>4$.

Remark 3.4. Segre products between polynomial rings on any field $K$ and squarefree Veronese rings have been employed for algebraic models in statistic, in graphs theory, in transportation problems [4], [5], [6]. In particular, if $I_{r}$ and $J_{s}$ are respectively the $r$ th squarefree Veronese ideal of $K\left[x_{1}, \ldots, x_{n}\right]$ and the $s$ th squarefree Veronese ideal of $K\left[y_{1}, \ldots, y_{m}\right]$, we can consider the sum $I_{r}+J_{s}$ or the product $I_{r} J_{s}$ in the ring $K\left[x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m}\right]$ that describe particular simple graphs and the semigroup rings $K\left[I_{r}\right], K\left[I_{r}, J_{s}\right], K\left[I_{r} J_{s}\right]$, respectively subrings of $K\left[x_{1}, \ldots, x_{n}\right]$, $K\left[x_{1}, \ldots, x_{m} ; y_{1}, \ldots, y_{n}\right]$ generated by the minimal system of generators of $I_{r}, I_{r}+J_{s}$ and $I_{r} J_{s}$. Observe that we have that $C=K\left[J_{1} I_{2}\right]$. Since the sorted Gröbner basis
of the defining ideals of the previous semigroup rings is quadratic [15], initial simplicial complexes with respect the a total order received a lot of attention in several articles. Indeed the subtended affine semigroup presents easy triangulations [11],[15]. Alternately, one studied classify the simplicial complexes defined by the squarefree monomial ideals $I_{r}+J_{s}$ and $I_{r} J_{s}$ to obtain combinatorial statements [16].

In this paper we referred to the excellent books whose in [2], [17].
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#### Abstract

We prove an existence of weak solutions of semi-linear parabolic equations with a strong singular absorption term. Moreover, we study the qualitative behavior of solutions such as the quenching phenomenon, the finite speed of propagation and the instantaneous shrinking of compact support.
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## 1. Introduction

In this paper, we are interested in nonnegative solutions of the following equation:

$$
\left\{\begin{array}{lr}
\partial_{t} u-\Delta u+u^{-\beta} \chi_{\{u>0\}}+f(u)=0 & \text { in } \Omega \times(0, T),  \tag{1}\\
u(x, t)=0 & \text { on } \partial \Omega \times(0, T), \\
u(x, 0)=u_{0}(x) & \text { in } \Omega,
\end{array}\right.
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{N}, \beta \in(0,1)$, and $\chi_{\{u>0\}}$ denotes the characteristic function of the set of points $(x, t)$ where $u(x, t)>0$, i.e:

$$
\chi_{\{u>0\}}= \begin{cases}1, & \text { if } u>0 \\ 0, & \text { if } u \leq 0\end{cases}
$$

Note that the absorption term $u^{-\beta} \chi_{\{u>0\}}$ becomes singular when $u$ is near to 0 , and we impose tactically $u^{-\beta} \chi_{\{u>0\}}=0$ whenever $u=0$. Through this paper, $f:[0, \infty) \longrightarrow \mathbb{R}$ is a nondecreasing continuous function such that $f(0)=0$.

Problem (1) can be considered as a limit of mathematical models describing enzymatic kinetics (see [1]), or the Langmuir-Hinshelwood model of the heterogeneous chemical catalyst (see, e.g. [20] p. 68, [11], [18]). This problem has been studied by the authors in [18], [14], [15], [17], [10], [7], [21], and references therein. These authors have considered the existence and uniqueness, and the qualitative behavior of these solutions. For example, when $f=0$, D. Phillips [18] proved the existence of solution for the Cauchy problem associating to equation (1). A partial uniqueness of
solution of equation (1) was proved by J. Davila and M. Montenegro, [10] for a class of solutions with initial data $u_{0}$ satisfying

$$
u_{0}(x) \geq \operatorname{Cdist}(x, \partial \Omega)^{\mu}, \quad \text { for } \mu \in\left(1, \frac{2}{1+\beta}\right)
$$

see also [9] the uniqueness in a different class of solutions. Moreover, M. Winkler, [21] proved that the uniqueness of solution fails in general. One of the most striking phenomenon of solutions of equation (1) is the extinction that any solution vanishes after a finite time even beginning with a positive initial data, see [18], [14] ( see also [7] for a quasilinear equation of this type). It is known that this phenomenon occurs according to the presence of the nonlinear singular absorption $u^{-\beta} \chi_{\{u>0\}}$. The same situation happens for the nonlinear absorption $u^{\beta}$, for $\beta \in(0,1)$, see [2] and references therein. Furthermore, equation (1) with source term $f(u)$ satisfying the sublinear condition, i.e: $f(u) \leq C(u+1)$, was considered by J. Davila and M. Montenegro, [10]. The authors proved the existence of solution and showed that the measure of the set $\{(x, t) \in \Omega \times(0, \infty): u(x, t)=0\}$ is positive (see also a more general statement in [12]). In other words, the solution may exhibit the quenching behavior.

To prove the existence of solutions of equation (1), we must prove the following gradient estimate:

$$
|\nabla u(x, t)|^{2} \leq C u^{1-\beta}(x, t), \quad \text { for }(x, t) \in \Omega \times(0, T)
$$

where the constant $C$ depends on the $f^{\prime}, f$, see [10]. Thus, it requires the nonlinear $f \in \mathcal{C}^{1}([0, \infty))$. In this paper, we show that if $f$ is a nondecreasing function then constant $C$ above is independent of $f^{\prime}$, so we can remove the regularity $f \in \mathcal{C}^{1}([0, \infty))$.

Before establishing the existence of solutions of equation (1), it is necessary to introduce a notion of weak solution.

Definition 1.1. Let $u_{0} \in L^{\infty}(\Omega)$. A nonnegative function $u(x, t)$ is called a weak solution of equation (1) if $u^{-\beta} \chi_{\{u>0\}} \in L^{1}(\Omega \times(0, T))$, and $u \in L^{2}\left(0, T ; W_{0}^{1,2}(\Omega)\right) \cap$ $L^{\infty}(\Omega \times(0, T))$ satisfies equation (1) in the sense of distributions $\mathcal{D}^{\prime}(\Omega \times(0, T))$, i.e:

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega}\left(-u \phi_{t}+\nabla u . \nabla \phi+u^{-\beta} \chi_{\{u>0\}} \phi+f(u) \phi\right) d x d t=0, \quad \forall \phi \in \mathcal{C}_{c}^{\infty}(\Omega \times(0, T)) \tag{2}
\end{equation*}
$$

Then, our existence result is as follows:
Theorem 1.1. Let $u_{0} \in L^{\infty}(\Omega)$, and $\beta \in(0,1)$. Then, equation (1) has a maximal weak solution u satisfying

$$
\begin{equation*}
|\nabla u(x, t)|^{2} \leq C u^{1-\beta}(x, t)\left(t^{-1}+1\right), \quad \text { for a.e }(x, t) \in \Omega \times(0, \infty) \tag{3}
\end{equation*}
$$

where constant $C=C\left(f,\left\|u_{0}\right\|_{\infty}\right)>0$.
Furthermore, if $\nabla\left(u_{0}^{\frac{1}{\gamma}}\right) \in L^{\infty}(\Omega)$, then there is a constant $C=C\left(f,\left\|u_{0}\right\|_{\infty},\left\|\nabla\left(u_{0}^{\frac{1}{\gamma}}\right)\right\|_{\infty}\right)>$ 0 such that

$$
\begin{equation*}
|\nabla u(x, t)|^{2} \leq C u^{1-\beta}(x, t), \quad \text { for a.e }(x, t) \in \Omega \times(0, \infty) . \tag{4}
\end{equation*}
$$

Besides, we also study behaviors of solutions of the Cauchy problem associating to equation (1):

$$
\left\{\begin{array}{lr}
\partial_{t} u-\Delta u+u^{-\beta} \chi_{\{u>0\}}+f(u)=0 & \text { in } \mathbb{R}^{N} \times(0, T),  \tag{5}\\
u(x, 0)=u_{0}(x) & \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

In [18], Phillips showed that the quenching phenomenon, and the finite speed of propagation hold for the solutions of the Cauchy problem. In this paper, we show that if initial data $u_{0}$ satisfies a certain growth condition at infinity, then any weak solution has the instantaneous shrinking of compact support (in short ISS), namely, if initial data $u_{0}$ goes to 0 uniformly as $|x| \rightarrow \infty$, then the support of any weak solution is bounded for any $t>0$. This property was first proved in the literature in the study of variational inequalities by Brezis and Friedman, see [5]. After that this phenomenon has been considered for quasilinear parabolic equations, see [4], [13], and references therein. Then, our main result of the Cauchy problem is as follows:

Theorem 1.2. Let $0 \leq u_{0} \in L^{1}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$, and $\beta \in(0,1)$. Then, there exists a weak bounded solution $u \in \mathcal{C}\left([0, \infty) ; L^{1}\left(\mathbb{R}^{N}\right)\right) \cap L^{2}\left(0, T ; W^{1,2}\left(\mathbb{R}^{N}\right)\right)$, satisfying equation (5) in $\mathcal{D}^{\prime}\left(\mathbb{R}^{N} \times(0, \infty)\right)$.

In addition, if $u_{0}(x) \rightarrow 0$ uniformly as $|x| \rightarrow \infty$, then such a weak solution of problem (5) has ISS property.

The paper is organized as follows: In the next section, we prove some gradient estimates for the approximating solutions. In Section 3, we shall prove Theorem 1.1. The last section is devoted to study the Cauchy problem (5) and the instantaneous shrinking of compact support.

Several notations which will be used through this paper are the following: we denote by $C$ a general positive constant, possibly varying from line to line. Furthermore, the constants which depend on parameters will be emphasized by using parentheses. For example, $C=C(\beta, f)$ means that $C$ depends on $\beta, f$.

## 2. Gradient estimate for the approximate solutions

In this section, we consider a regularized equation of (1):

$$
\left(P_{\varepsilon, \eta}\right)\left\{\begin{array}{lr}
\partial_{t} u_{\varepsilon}-\Delta u_{\varepsilon}+g_{\varepsilon}\left(u_{\varepsilon}\right)+f\left(u_{\varepsilon}\right)=0 & \text { in } \Omega \times(0, \infty), \\
u_{\varepsilon}=\eta & \text { on } \partial \Omega \times(0, \infty), \\
u_{\varepsilon}(0)=u_{0}+\eta & \text { on } \Omega
\end{array}\right.
$$

for any $0<\eta<\varepsilon$, with $g_{\varepsilon}(s)=\psi_{\varepsilon}(s) s^{-\beta}, \psi_{\varepsilon}(s)=\psi\left(\frac{s}{\varepsilon}\right)$, and $\psi \in \mathcal{C}^{\infty}(\mathbb{R})$ is a nondecreasing function on $\mathbb{R}$ such that $\psi(s)=0$ for $s \leq 1$, and $\psi(s)=1$ for $s \geq 2$. Note that $g_{\varepsilon}$ is a globally Lipschitz function for any $\varepsilon>0$. We will show that solution $u_{\varepsilon, \eta}$ of equation $\left(P_{\varepsilon, \eta}\right)$ tends to a solution of equation (1) as $\eta, \varepsilon \rightarrow 0$. In passing to the limit, we need to derive some gradient estimates for solution $u_{\varepsilon, \eta}$. Then, we have the following result:

Lemma 2.1. Let $0 \leq u_{0} \in \mathcal{C}_{c}^{\infty}(\Omega), u_{0} \neq 0$. There exists a classical unique solution $u_{\varepsilon, \eta}$ of $\left(P_{\varepsilon, \eta}\right)$ in $\Omega \times(0, \infty)$.
i) Moreover, there is a constant $C>0$ only depending on $\beta, f,\left\|u_{0}\right\|_{\infty}$ such that

$$
\begin{equation*}
\left|\nabla u_{\varepsilon, \eta}(x, \tau)\right|^{2} \leq C u_{\varepsilon, \eta}^{1-\beta}(x, \tau)\left(\tau^{-1}+1\right), \quad \text { for any }(x, \tau) \in \Omega \times(0, \infty) \tag{6}
\end{equation*}
$$

ii) If $\nabla\left(u_{0}^{\frac{1}{\gamma}}\right) \in L^{\infty}(\Omega)$, then we get

$$
\begin{equation*}
\left|\nabla u_{\varepsilon, \eta}(x, \tau)\right|^{2} \leq C u_{\varepsilon, \eta}^{1-\beta}(x, \tau), \quad \text { for any }(x, \tau) \in \Omega \times(0, \infty), \tag{7}
\end{equation*}
$$

with $C>0$ merely depends on $\beta, f,\left\|u_{0}\right\|_{\infty},\left\|\nabla\left(u_{0}^{\frac{1}{\gamma}}\right)\right\|_{\infty}$.
Proof. We first prove $i$ ).
Fixed $\varepsilon \in\left(0,\left\|u_{0}\right\|_{\infty}\right)$. For any $\eta \in(0, \varepsilon)$, there exists a unique classical solution $u_{\varepsilon, \eta}$ of problem ( $P_{\varepsilon, \eta}$ ) (see [16]). We denote by $u=u_{\varepsilon, \eta}$ for short. It follows from the comparison principle that

$$
\eta \leq u(x, t) \leq\left\|u_{0}\right\|_{\infty}+\eta, \quad \forall(x, t) \in \Omega \times(0, \infty) .
$$

We can assume $f \in \mathcal{C}^{1}([0, \infty))$ if not we regularize $f$ by a standard sequence $f_{n}$. Note that since $f$ is nondecreasing so is $f_{n}$.
Put $u=\phi(v)=v^{\gamma}$, with $\gamma=2 /(1+\beta)$. Then,

$$
\begin{equation*}
v_{t}-\Delta v=\frac{\phi^{\prime \prime}}{\phi^{\prime}}|\nabla v|^{2}-\frac{1}{\phi^{\prime}}\left(g_{\varepsilon}(\phi(v))+f(\phi(v))\right) . \tag{8}
\end{equation*}
$$

For any $\tau \in(0, T)$, let us consider a cut-off function $\xi(t) \in \mathcal{C}^{1}(0, \infty), 0 \leq \xi(t) \leq 1$, such that

$$
\xi(t)=\left\{\begin{array}{lr}
1, & \text { on }[\tau, T] \\
0, & \text { outside }\left(\frac{\tau}{2}, T+\frac{\tau}{2}\right)
\end{array}\right.
$$

and $\left|\xi_{t}\right| \leq \frac{1}{\tau}$.
Next, we set $w=\xi(t)|\nabla v|^{2}$.
If $\max _{\Omega \times[0, T]} w=0$, then $\nabla v(\tau)=0$, so estimate (6) is trivial.
If not, there is a point $\left(x_{0}, t_{0}\right) \in \Omega \times(\tau / 2, T+\tau / 2)$ such that $\max _{\Omega \times[0, T]} w=w\left(x_{0}, t_{0}\right)$.
Thus, we have at $\left(x_{0}, t_{0}\right)$

$$
\begin{equation*}
w_{t}=\nabla w=0, \quad \Delta w \leq 0 \tag{9}
\end{equation*}
$$

This implies

$$
0 \leq w_{t}-\Delta w=\xi_{t}|\nabla v|^{2}+2 \xi(t)\left(\nabla v \cdot \nabla v_{t}-\nabla v . \nabla(\Delta v)\right)-2 \xi(t)\left|D^{2} v\right|^{2}
$$

Or,

$$
\begin{equation*}
0 \leq \xi_{t}|\nabla v|^{2}+2 \xi(t) \nabla v \cdot \nabla\left(v_{t}-\Delta v\right) \tag{10}
\end{equation*}
$$

A combination of (8) and (10) provides us

$$
0 \leq \xi_{t}|\nabla v|^{2}+2 \xi(t) \nabla v \cdot \nabla\left(\frac{\phi^{\prime \prime}}{\phi^{\prime}}|\nabla v|^{2}-\frac{g_{\varepsilon}(\phi(v))+f(\phi(v))}{\phi^{\prime}}\right) .
$$

Since $\xi\left(t_{0}\right)>0$, we get

$$
\begin{equation*}
0 \leq \frac{1}{2} \xi^{-1} \xi_{t}|\nabla v|^{2}+\nabla v \cdot \nabla\left(\frac{\phi^{\prime \prime}}{\phi^{\prime}}|\nabla v|^{2}-\frac{g_{\varepsilon}(\phi(v))+f(\phi(v))}{\phi^{\prime}}\right) . \tag{11}
\end{equation*}
$$

At the moment, we estimate the terms on the right hand side of (11). First of all, we have from (9) that $\nabla\left(\left|\nabla v\left(x_{0}, t_{0}\right)\right|^{2}\right)=0$, so

$$
\begin{equation*}
\nabla v \cdot \nabla\left(\frac{\phi^{\prime \prime}}{\phi^{\prime}}|\nabla v|^{2}\right)=\nabla v \cdot \nabla\left(\frac{\phi^{\prime \prime}}{\phi^{\prime}}\right)|\nabla v|^{2}=(\gamma-1)(2 \gamma-3) v^{-2}|\nabla v|^{4} \tag{12}
\end{equation*}
$$

Next, we have

$$
\begin{align*}
\nabla v \cdot \nabla & \left(\frac{f(\phi)}{\phi^{\prime}}\right)=f^{\prime}(\phi)|\nabla v|^{2}-f(\phi) \frac{\phi^{\prime \prime}}{\phi^{2}}|\nabla v|^{2} \\
& =f^{\prime}(\phi)|\nabla v|^{2}-\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{-\gamma}|\nabla v|^{2} \tag{13}
\end{align*}
$$

Since $f, f^{\prime} \geq 0$, and $\gamma>1$, it follows from (13) that

$$
\begin{equation*}
-\nabla v . \nabla\left(\frac{f(\phi)}{\phi^{\prime}}\right) \leq\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{-\gamma}|\nabla v|^{2} . \tag{14}
\end{equation*}
$$

After that, we have
$\nabla v . \nabla\left(\frac{g_{\varepsilon}(\phi)}{\phi^{\prime}}\right)=\left(g_{\varepsilon}^{\prime}-g_{\varepsilon} \frac{\phi^{\prime \prime}}{\phi^{2}}\right)|\nabla v|^{2}=\left(\psi_{\varepsilon}^{\prime}(\phi) v^{-\beta}-\left(\beta+\frac{\gamma-1}{\gamma}\right) \psi_{\varepsilon}(\phi) v^{-(1+\beta) \gamma}\right)|\nabla v|^{2}$.
Since $\psi_{\varepsilon}^{\prime} \geq 0$, and $0 \leq \psi_{\varepsilon} \leq 1$, we obtain

$$
\begin{equation*}
-\nabla v \cdot \nabla\left(\frac{g(\phi)}{\phi^{\prime}}\right) \leq\left(\beta+\frac{\gamma-1}{\gamma}\right) v^{-(1+\beta) \gamma}|\nabla v|^{2} . \tag{15}
\end{equation*}
$$

By inserting (12), (14) and (15) into (11), we obtain

$$
\begin{array}{r}
(\gamma-1)(2 \gamma-3) v^{-2}|\nabla v|^{4} \leq \frac{1}{2} \xi^{-1} \xi_{t}|\nabla v|^{2}+\left(\beta+1-\frac{1}{\gamma}\right) v^{-(1+\beta) \gamma}|\nabla v|^{2} \\
+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{-\gamma}|\nabla v|^{2} \tag{16}
\end{array}
$$

Now, we multiply both sides of (16) with $v^{2}$ to get

$$
\begin{equation*}
(\gamma-1)(2 \gamma-3)|\nabla v|^{4} \leq \frac{1}{2} \xi^{-1}\left|\xi_{t}\right| v^{2}|\nabla v|^{2}+\left(\beta+1-\frac{1}{\gamma}\right)|\nabla v|^{2}+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{2-\gamma}|\nabla v|^{2} . \tag{17}
\end{equation*}
$$

by noting that $(1+\beta) \gamma=2$.
By simplifying the term $|\nabla v|^{2}$ both sides of the last inequality, we obtain

$$
(\gamma-1)(2 \gamma-3)|\nabla v|^{2} \leq \frac{1}{2} \xi^{-1}\left|\xi_{t}\right| v^{2}+\left(\beta+1-\frac{1}{\gamma}\right)+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{2-\gamma}
$$

Multiplying both sides of the last inequality with $\xi\left(t_{0}\right)$ yields

$$
\begin{equation*}
(\gamma-1)(2 \gamma-3) \xi\left(t_{0}\right)|\nabla v|^{2} \leq \frac{1}{2}\left|\xi_{t}\right| v^{2}+\xi\left(t_{0}\right)\left(\left(\beta+1-\frac{1}{\gamma}\right)+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{2-\gamma}\right) \tag{18}
\end{equation*}
$$

Note that $w\left(x_{0}, t_{0}\right)=\xi\left(t_{0}\right)\left|\nabla v\left(x_{0}, t_{0}\right)\right|^{2}, 0 \leq \xi(t) \leq 1$, and $\left|\xi_{t}\right| \leq \tau^{-1}$. It follows from (18) that there is a constant $C=C(\beta)>0$ such that

$$
w\left(x_{0}, t_{0}\right) \leq C\left(\tau^{-1} v^{2}+f(\phi) v^{2-\gamma}+1\right)
$$

Since $w\left(x_{0}, t_{0}\right) \geq w(x, \tau)=|\nabla v(x, \tau)|^{2}$, we obtain

$$
|\nabla v(x, \tau)|^{2} \leq C\left(\tau^{-1} v^{2}+f(\phi) v^{2-\gamma}+1\right)
$$

Moreover, we have

$$
v^{\gamma}(x, t)=u(x, t) \leq 2\left\|u_{0}\right\|_{\infty}, \quad \text { for any }(x, t) \in \Omega \times(0, \infty)
$$

Then,

$$
|\nabla v(x, \tau)|^{2} \leq C\left(\tau^{-1}\left\|u_{0}\right\|_{\infty}^{1+\beta}+\left\|u_{0}\right\|_{\infty}^{\beta} M_{f}+1\right),
$$

with $M_{f}=\max _{0 \leq s \leq\left\|u_{0}\right\|_{\infty}}\{|f(s)|\}$.
Thus,

$$
\begin{equation*}
|\nabla u(x, \tau)|^{2} \leq C_{1} u^{1-\beta}\left(\tau^{-1}\left\|u_{0}\right\|_{\infty}^{1+\beta}+\left\|u_{0}\right\|_{\infty}^{\beta} M_{f}+1\right) . \tag{19}
\end{equation*}
$$

This completes the proof of $i$ ).
Now, we prove $i i$ ).
The proof of estimate (7) is similar to the one of estimate (6). We just make a slight change by considering a cut-off function, still denoted by $\xi(t) \in \mathcal{C}^{1}(\mathbb{R})$ such that $0 \leq \xi(t) \leq 1, \xi_{t}(t) \leq 0$, and $\xi(t)= \begin{cases}1, & \text { if } t \leq T, \\ 0, & \text { if } t \geq 2 T .\end{cases}$

Then, either $w(x, t)$ attains its maximum at the initial data, i.e:

$$
\max _{(x, t) \in I \times[0,2 T]} w(x, t)=w\left(x_{0}, 0\right)=\bar{\xi}(0)\left|\nabla v\left(x_{0}, 0\right)\right|^{2} \leq\left\|\nabla\left(u_{0}^{\frac{1}{\gamma}}\right)\right\|_{\infty}^{2}, \quad \text { for some } x_{0} \in \Omega,
$$

which implies

$$
\begin{equation*}
|\nabla u(x, \tau)|^{2} \leq \gamma^{2}\left\|\nabla\left(u_{0}^{\frac{1}{\gamma}}\right)\right\|_{\infty}^{2} u^{1-\beta}(x, \tau), \quad \text { for any } x \in \Omega \tag{20}
\end{equation*}
$$

Thus, we get estimate (7) immediately.
Or there is a point $\left(x_{0}, t_{0}\right) \in \Omega \times(0,2 T)$ such that

$$
\max _{(x, t) \in \Omega \times[0,2 T]} w(x, t)=w\left(x_{0}, t_{0}\right)
$$

Then, we mimic the proof of $i$ ) to get an estimate like estimate (16).

$$
\begin{array}{r}
(\gamma-1)(2 \gamma-3) v^{-2}|\nabla v|^{4} \leq \frac{1}{2} \xi^{-1} \xi_{t}|\nabla v|^{2}+\left(\beta+1-\frac{1}{\gamma}\right) v^{-(1+\beta) \gamma}|\nabla v|^{2} \\
+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{-\gamma}|\nabla v|^{2}
\end{array}
$$

Since $\xi_{t}(t) \leq 0$, we get from the above inequality

$$
(\gamma-1)(2 \gamma-3) v^{-2}|\nabla v|^{4} \leq\left(\beta+1-\frac{1}{\gamma}\right) v^{-(1+\beta) \gamma}|\nabla v|^{2}+\left(\frac{\gamma-1}{\gamma}\right) f(\phi) v^{-\gamma}|\nabla v|^{2}
$$

By repeating the proof of $i$ ) after this inequality, we obtain

$$
\begin{equation*}
|\nabla u(x, \tau)|^{2} \leq C u^{1-\beta}(x, \tau)\left(\left\|u_{0}\right\|_{\infty}^{\beta} M_{f}+1\right), \tag{21}
\end{equation*}
$$

for some constant $C=C(\beta)>0$.
A combination of (20) and (21) yields estimate (7). Or we complete the proof of Lemma 2.1.

Remark 2.1. Note that gradient estimates (19) and (21) are independent of $f^{\prime}$.
As a consequence of Lemma 2.1, we have the following regularity results.
Proposition 2.2. Let $u$ be a solution of $\left(P_{\varepsilon, \eta}\right)$. Then, we have

$$
\begin{equation*}
|u(x, t)-u(y, s)| \leq C\left(|x-y|+|t-s|^{\frac{1}{3}}\right), \quad \forall(x, t),(y, s) \in \Omega \times(\tau, \infty) \tag{22}
\end{equation*}
$$

for any $\tau>0$, where $C>0$ depends on $\beta, \tau,\left\|u_{0}\right\|_{\infty}, f$.
Moreover, if $\nabla\left(u_{0}^{\frac{1}{\gamma}}\right) \in L^{\infty}(\Omega)$, then inequality (22) holds for any $(x, t),(y, s) \in \Omega \times$ $(0, \infty)$, and $C$ depends on $\beta, f,\left\|u_{0}\right\|_{\infty},\left\|\nabla\left(u_{0}^{\frac{1}{\gamma}}\right)\right\|_{\infty}$.

Proof. We refer the proof to Proposition 14, [7] (see also [18]).
It is obvious that the estimates in Lemma 2.1 are independent of $\varepsilon, \eta$. Thus, a classical argument allows us to pass to the limit as $\eta \rightarrow 0$ in order to obtain $u_{\varepsilon, \eta} \rightarrow u_{\varepsilon}$ (resp. $\nabla u_{\varepsilon, \eta} \rightarrow \nabla u_{\varepsilon}$ ) uniformly on $\bar{\Omega} \times(0, \infty)$, in that $u_{\varepsilon}$ is a unique classical solution of the following equation:

$$
\left(P_{\varepsilon}\right)\left\{\begin{array}{lr}
\partial_{t} u_{\varepsilon}-\Delta u_{\varepsilon}+g_{\varepsilon}\left(u_{\varepsilon}\right)=f\left(u_{\varepsilon}\right) & \text { in } \Omega \times(0, \infty), \\
u_{\varepsilon}=0 & \text { on } \partial \Omega \times(0, \infty), \\
u_{\varepsilon}(0)=u_{0} & \text { on } \Omega
\end{array}\right.
$$

Remark 2.2. The above gradient estimates also hold for $u_{\varepsilon}$.
Next, we will pass $\varepsilon \rightarrow 0$ to obtain an existence of solution of equation (1).

## 3. Proof of Theorem 1.1

Let $u_{\varepsilon}$ be a unique solution of equation $\left(P_{\varepsilon}\right)$ in $\Omega \times(0, \infty)$. Then, we show that $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ is a non-decreasing sequence. Indeed, we have

$$
g_{\varepsilon_{1}}(s) \geq g_{\varepsilon_{2}}(s), \quad \text { for any } 0<\varepsilon_{1}<\varepsilon_{2}
$$

This implies that $u_{\varepsilon_{1}}$ is a sub-solution of the equation satisfied by $u_{\varepsilon_{2}}$. Therefore, the comparison principle yields

$$
u_{\varepsilon_{1}} \leq u_{\varepsilon_{2}}, \quad \text { in } \Omega \times(0, \infty), \quad \forall \varepsilon_{1}<\varepsilon_{2}
$$

so the conclusion follows. Consequently, there is a nonnegative function $u$ such that $u_{\varepsilon} \downarrow u$ as $\varepsilon \rightarrow 0^{+}$.
Integrating equation $\left(P_{\varepsilon}\right)$ on $\Omega \times(0, T)$ yields

$$
\begin{array}{r}
\int_{\Omega} u_{\varepsilon}(x, T) d x-\int_{0}^{T} \int_{\partial \Omega} \nabla u_{\varepsilon} \cdot \mathbf{n} d \sigma d s+\int_{0}^{T} \int_{\Omega} g_{\varepsilon}\left(u_{\varepsilon}\right) d x d s+\int_{0}^{T} \int_{\Omega} f\left(u_{\varepsilon}\right) d x d s \\
=\int_{\Omega} u_{\varepsilon}(x, 0) d x
\end{array}
$$

where $\mathbf{n}$ is the unit outward normal vector of $\partial \Omega$.
Since $\nabla u_{\varepsilon} \cdot \mathbf{n} \leq 0$, we obtain

$$
\int_{0}^{T} \int_{\Omega} g_{\varepsilon}\left(u_{\varepsilon}\right) d x d s+\int_{0}^{T} \int_{\Omega} f\left(u_{\varepsilon}\right) d x d s \leq \int_{\Omega} u_{0}(x) d x
$$

This implies that $\left\|g_{\varepsilon}\left(u_{\varepsilon}\right)\right\|_{L^{1}(\Omega \times(0, T))}$, and $\left\|f\left(u_{\varepsilon}\right)\right\|_{L^{1}(\Omega \times(0, T))}$ are bounded by a constant not depending on $\varepsilon$.
Thanks to Fatou's lemma, there is a function $\Upsilon \in L^{1}(\Omega \times(0, T))$ such that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} g_{\varepsilon}\left(u_{\varepsilon}\right)=\Upsilon, \quad \text { in } L^{1}(\Omega \times(0, T)) \tag{23}
\end{equation*}
$$

Next, the monotonicity of $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ deduces

$$
g_{\varepsilon}\left(u_{\varepsilon}\right)(x, t) \geq g_{\varepsilon}\left(u_{\varepsilon}\right) \chi_{\{u>0\}}(x, t), \quad \forall(x, t) \in \Omega \times(0, T)
$$

so

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} g_{\varepsilon}\left(u_{\varepsilon}\right)(x, t)=\Upsilon(x, t) \geq u^{-\beta} \chi_{\{u>0\}}(x, t), \quad \text { for }(x, t) \in \Omega \times(0, T) \tag{24}
\end{equation*}
$$

which implies that $u^{-\beta} \chi_{\{u>0\}}$ is integrable on $\Omega \times(0, T)$.
In fact, we shall prove

$$
\begin{equation*}
\Upsilon=u^{-\beta} \chi_{\{u>0\}}, \quad \text { in } L^{1}(\Omega \times(0, T)) \tag{25}
\end{equation*}
$$

On the other hand, we can use a result of gradient convergence of Boccardo et al., [3] in order to obtain

$$
\begin{equation*}
\nabla u_{\varepsilon} \xrightarrow{\varepsilon \rightarrow 0} \nabla u, \quad \text { for a.e }(x, t) \in \Omega \times(0, T), \tag{26}
\end{equation*}
$$

see the detail of its proof in [9].
As a result, $\nabla u$ fulfills estimate (3) for a.e $(x, t) \in \Omega \times(0, T)$, and then for any $\tau \in(0, T)$,

$$
\begin{equation*}
\nabla u_{\varepsilon} \xrightarrow{\varepsilon \rightarrow 0} \nabla u, \quad \text { in } L^{r}(\Omega \times(\tau, T)), \quad \forall r \in[1, \infty) . \tag{27}
\end{equation*}
$$

Now, it suffices to demonstrate that $u$ satisfies equation (1) in the sense of distribution. For any $\eta>0$ fixed, we use the test function $\psi_{\eta}\left(u_{\varepsilon}\right) \phi$, for any $\phi \in \mathcal{C}_{c}^{\infty}(\Omega \times(0, T))$, to the equation satisfied by $u_{\varepsilon}$. Then, using integration by parts yields

$$
\begin{array}{r}
\int_{\operatorname{Supp}(\phi)}\left(-\Psi_{\eta}\left(u_{\varepsilon}\right) \phi_{t}+\frac{1}{\eta}\left|\nabla u_{\varepsilon}\right|^{2} \psi^{\prime}\left(\frac{u_{\varepsilon}}{\eta}\right) \phi+\nabla u . \nabla \phi \psi_{\eta}\left(u_{\varepsilon}\right)+g_{\varepsilon}\left(u_{\varepsilon}\right) \psi_{\eta}\left(u_{\varepsilon}\right) \phi+\right. \\
\left.f\left(u_{\varepsilon}\right) \psi_{\eta}\left(u_{\varepsilon}\right) \phi\right) d x d s=0
\end{array}
$$

with $\Psi_{\eta}(u)=\int_{0}^{u} \psi_{\eta}(s) d s$.
Note that the role of the function $\psi_{\eta}($.$) is to avoid the singularity of the term$ $u^{-\beta} \chi_{\{u>0\}}$ as $u$ is near 0 . Thus, there is no problem of passing to the limit as $\varepsilon \rightarrow 0$ in the indicated equation in order to get

$$
\int_{\text {Supp }(\phi)}\left(-\Psi_{\eta}(u) \phi_{t}+\frac{1}{\eta}|\nabla u|^{2} \psi^{\prime}\left(\frac{u}{\eta}\right) \phi+\nabla u . \nabla \phi \psi_{\eta}(u)+u^{-\beta} \psi_{\eta}(u) \phi+f(u) \psi_{\eta}(u) \phi\right) d x d s=0 .
$$

Next, we go to the limit as $\eta \rightarrow 0$ in the last equation.
By (26), (27), and the integration of $u^{-\beta} \chi_{\{u>0\}}$ in $\Omega \times(0, T)$, it is not difficult to verify

$$
\left\{\begin{array}{l}
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi)} \Psi_{\eta}(u) \phi_{t} d x d s=\int_{\operatorname{Supp}(\phi)} u \phi_{t} d x d s  \tag{28}\\
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi)} \nabla u \cdot \nabla \phi \psi_{\eta}(u) d x d s=\int_{\operatorname{Supp}(\phi)} \nabla u . \nabla \phi d x d s \\
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi)} u^{-\beta} \psi_{\eta}(u) \phi d x d s=\int_{\operatorname{Supp}(\phi)} u^{-\beta} \chi_{\{u>0\}} \phi d x d s \\
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi)} f(u) \psi_{\eta}(u) \phi d x d s=\int_{\text {Supp }(\phi)} f(u) \phi d x d s
\end{array}\right.
$$

(Note that the assumption $f(0)=0$ is used in the final limit of (28)).
Next, we show that

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi)} \frac{1}{\eta}|\nabla u|^{2} \psi^{\prime}\left(\frac{u}{\eta}\right) \phi d x d s=0 \tag{29}
\end{equation*}
$$

In fact, since $u$ satisfies estimate (3), we have

$$
\begin{aligned}
\frac{1}{\eta} \int_{\operatorname{Supp}(\phi)}|\nabla u|^{2}\left|\psi^{\prime}\left(\frac{u}{\eta}\right) \phi\right| d x d s & \leq C \frac{1}{\eta} \int_{\operatorname{Supp}(\phi) \cap\{\eta<u<2 \eta\}} u^{1-\beta} d x d s \\
& \leq 2 C \int_{\operatorname{Supp}(\phi) \cap\{\eta<u<2 \eta\}} u^{-\beta} d x d s
\end{aligned}
$$

where $\operatorname{Supp}(\phi)$ means the support compact of $\phi$, and the constant $C>0$ is independent of $\eta$. Since $u^{-\beta} \chi_{\{u>0\}}$ is integrable on $\Omega \times(0, T)$, we obtain

$$
\lim _{\eta \rightarrow 0} \int_{\operatorname{Supp}(\phi) \cap\{\eta<u<2 \eta\}} u^{-\beta} d x d s=0
$$

which implies the conclusion (29). A combination of (28) and (29) deduces

$$
\begin{equation*}
\int_{\text {Supp }(\phi)}\left(-u \phi_{t}+\nabla u \cdot \nabla \phi+u^{-\beta} \chi_{\{u>0\}} \phi+f(u) \phi\right) d x d s=0 . \tag{30}
\end{equation*}
$$

In other words, $u$ satisfies equation (1) in $\mathcal{D}^{\prime}(\Omega \times(0, T))$.
As mentioned above, we prove (25) now. From equation $\left(P_{\varepsilon}\right)$, we have

$$
\int_{\operatorname{Supp}(\phi)}\left(-u_{\varepsilon} \phi_{t}+\nabla u_{\varepsilon} \cdot \nabla \phi+g_{\varepsilon}\left(u_{\varepsilon}\right) \phi+f\left(u_{\varepsilon}\right) \phi\right) d x d s=0
$$

for any $\phi \in \mathcal{C}_{c}^{\infty}(\Omega \times(0, T)), \phi \geq 0$.
Then, letting $\varepsilon \rightarrow 0$ deduces
$\int_{\operatorname{Supp}(\phi)}\left(-u \phi_{t}+\nabla u . \nabla \phi\right) d x d s+\lim _{\varepsilon \rightarrow 0} \int_{\operatorname{Supp}(\phi)} g_{\varepsilon}\left(u_{\varepsilon}\right) \phi d x d s+\int_{\operatorname{Supp}(\phi)} f(u) \phi d x d s=0$.
By (30) and (31), we get

$$
\lim _{\varepsilon \rightarrow 0} \int_{\operatorname{Supp}(\phi)} g_{\varepsilon}\left(u_{\varepsilon}\right) \phi d x d s=\int_{\operatorname{Supp}(\phi)} u^{-\beta} \chi_{\{u>0\}} \phi d x d s
$$

According to (23), (32) and Fatou's lemma, we obtain

$$
\int_{\text {Supp }(\phi)} u^{-\beta} \chi_{\{u>0\}} \phi d x d s \geq \int_{\text {Supp }(\phi)} \Upsilon \phi d x d s, \quad \forall \phi \in \mathcal{C}_{c}^{\infty}(\Omega \times(0, T)), \phi \geq 0
$$

The last inequality and (24) yield conclusion (25).
The conclusion $u \in \mathcal{C}\left([0, T] ; L^{1}(\Omega)\right)$ is well known, so we skip its proof and refer to the compactness result of J. Simon, [19]. Thus, $u$ is a weak solution of equation (1).

To complete the proof of Theorem 1.1, it remains to show that $u$ is the maximal solution of equation (1).

Proposition 3.1. Let $v$ be any weak solution of equation (1) on $\Omega \times(0, \infty)$. Then, we have

$$
v(x, t) \leq u(x, t), \quad \text { for a.e }(x, t) \in \Omega \times(0, \infty)
$$

In fact, we observe that

$$
g_{\varepsilon}(v) \leq v^{-\beta} \chi_{\{v>0\}}, \quad \forall \varepsilon>0
$$

Thus,

$$
\partial_{t} v-\Delta v+g_{\varepsilon}(v)+f(v) \leq 0, \quad \text { in } \mathcal{D}^{\prime}(\Omega \times(0, \infty))
$$

which implies that $v$ is a sub-solution of equation $\left(P_{\varepsilon}\right)$.
By the comparison principle, we get

$$
v(x, t) \leq u_{\varepsilon}(x, t), \quad \text { for a.e }(x, t) \in \Omega \times(0, \infty)
$$

Letting $\varepsilon \rightarrow 0$ yields the result.
Next, it is known that the quenching phenomenon holds for any weak solution of equation (1), see e.g., [18], [9], [7], [8]. By this fact, we show that the condition $f(0)=0$ is a necessary condition for the existence of a solution of equation (1).

Theorem 3.2. Assume that $f(0)>0$. Then equation (1) has no nonnegative solution.

Proof. We assume a contradiction that there is a weak solution $u$ of equation (1). Then, we have the following result:
Lemma 3.3. Let $0 \leq u_{0} \in L^{\infty}(\Omega)$, and $\beta \in(0,1)$. Then, there is a finite time $T_{0}>0$ such that $u(x, t)=0$, for any $(x, t) \in \Omega \times\left(T_{0}, \infty\right)$.

We skip the proof of the above lemma, and refer its proof to [18], [9].
Thanks to this lemma, there is a finite time $T_{0}>0$ such that

$$
u(x, t)=0, \quad \forall(x, t) \in \Omega \times\left(T_{0}, \infty\right)
$$

This implies that $f(0)=0$. Then, we get the above theorem.

## 4. The instantaneous shrinking of compact support of solutions of the Cauchy problem

### 4.1. Existence of a weak solution.

Proof. Let $u_{r}$ be the maximal solution of the following equation

$$
\left\{\begin{array}{lr}
\partial_{t} u-\Delta u+u^{-\beta} \chi_{\{u>0\}}+f(u)=0 & \text { in } B_{r} \times(0, \infty),  \tag{33}\\
u=0, & \partial B_{R} \times(0, \infty), \\
u(x, 0)=u_{0}(x), & \text { in } B_{r},
\end{array}\right.
$$

see Theorem 1.1. Obviously, $\left\{u_{r}\right\}_{r>0}$ is a nondecreasing sequence. Moreover, the strong comparison principle deduces

$$
\begin{equation*}
u_{r}(x, t) \leq\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}, \quad \text { for }(x, t) \in B_{r} \times(0, \infty) \tag{34}
\end{equation*}
$$

Thus, there exists a function $u$ such that $u_{r} \uparrow u$ as $r \rightarrow \infty$. We will show that $u$ is a solution of problem (5).

By integrating both sides of (33), we get

$$
\left\{\begin{array}{l}
\left\|u_{r}(., t)\right\|_{L^{1}\left(B_{r}\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}, \quad \text { for any } t \in(0, \infty),  \tag{35}\\
\left\|f\left(u_{r}\right)\right\|_{L^{1}\left(B_{r} \times(0, \infty)\right)},\left\|u_{r}^{-\beta} \chi_{\left\{u_{r}>0\right\}}\right\|_{L^{1}\left(B_{r} \times(0, \infty)\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)} .
\end{array}\right.
$$

It follows immediately from the Monotone Convergence Theorem that $u_{r}(t)$ converges to $u(t)$ in $L^{1}(\mathbb{R})$, and $f\left(u_{r}\right)$ converges to $f(u)$ in $L^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)$ as $r \rightarrow \infty$, likewise

$$
\left\{\begin{array}{l}
\|u(., t)\|_{L^{1}\left(\mathbb{R}^{N}\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}, \quad \text { for any } t \in(0, \infty),  \tag{36}\\
\|f(u)\|_{L^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}
\end{array}\right.
$$

On the other hand, we have from Lemma 2.1

$$
\begin{equation*}
\left|\nabla u_{r}(x, t)\right|^{2} \leq C u_{r}^{1-\beta}(x, t)\left(t^{-1}+1\right), \quad \text { for a.e }(x, t) \in B_{r} \times(0, \infty), \tag{37}
\end{equation*}
$$

for any $r>0$. By using again a result of [3] (almost everywhere convergence of the gradients), there is a subsequence of $\left\{u_{r}\right\}_{r>0}$ (still denoted as $\left\{u_{r}\right\}_{r>0}$ ) such that

$$
\nabla u_{r} \xrightarrow{r \rightarrow \infty} \nabla u, \quad \text { for a.e }(x, t) \in \mathbb{R}^{N} \times(0, \infty) .
$$

Thus,

$$
\begin{equation*}
|\nabla u(x, t)|^{2} \leq C u^{1-\beta}(x, t)\left(t^{-1}+1\right), \quad \text { for a.e }(x, t) \in \mathbb{R}^{N} \times(0, \infty) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla u_{r} \xrightarrow{r \rightarrow \infty} \nabla u, \quad \text { in } L_{l o c}^{q}(\mathbb{R} \times(0, \infty)), \quad \forall q \geq 1 . \tag{39}
\end{equation*}
$$

Now, we show that $u$ satisfies equation (5) in the sense of distribution. Indeed, using the test function $\psi_{\eta}\left(u_{r}\right) \phi$ for the equation satisfied by $u_{r}$ gives us

$$
\begin{array}{r}
\int_{\operatorname{Supp}(\phi)}\left(-\Psi_{\eta}\left(u_{r}\right) \phi_{t}+\nabla u_{r} . \nabla \phi \psi_{\eta}\left(u_{r}\right)+\left|\nabla u_{r}\right|^{2} \phi \psi_{\eta}^{\prime}\left(u_{r}\right)+u_{r}^{-\beta} \chi_{\left\{u_{r}>0\right\}} \psi_{\eta}\left(u_{r}\right) \phi+\right. \\
\left.f\left(u_{r}\right) \psi_{\eta}\left(u_{r}\right) \phi\right) d s d x=0, \quad \forall \phi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{N} \times(0, \infty)\right) .
\end{array}
$$

We first take care of the term $u_{r}^{-\beta} \chi_{\left\{u_{r}>0\right\}} \psi_{\eta}\left(u_{r}\right) \phi$ in passing $r \rightarrow \infty$ and $\eta \rightarrow 0$. It is not difficult to see that $u_{r}^{-\beta} \chi_{\left\{u_{r}>0\right\}} \psi_{\eta}\left(u_{r}\right)=u_{r}^{-\beta} \psi_{\eta}\left(u_{r}\right)$ is bounded by $\eta^{-\beta}$. Then for any $\eta>0$, the Dominated Convergence Theorem yields $u_{r}^{-\beta} \psi_{\eta}\left(u_{r}\right) \xrightarrow{r \rightarrow \infty} u^{-\beta} \psi_{\eta}(u)$ in $L_{l o c}^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)$, which implies

$$
\left\|u^{-\beta} \psi_{\eta}(u)\right\|_{L^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)} \stackrel{(35)}{\leq}\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)}
$$

Next, using the Monotone Convergence Theorem deduces $u^{-\beta} \psi_{\eta}(u) \uparrow u^{-\beta} \chi_{\{u>0\}}$ in $L^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)$, as $\eta \rightarrow 0$, thereby proves

$$
\begin{equation*}
\left\|u^{-\beta} \chi_{\{u>0\}}\right\|_{L^{1}\left(\mathbb{R}^{N} \times(0, \infty)\right)} \leq\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{N}\right)} . \tag{40}
\end{equation*}
$$

Thanks to (39), (35) and (34), there is no problem of passing to the limit as $r \rightarrow \infty$ in the indicated variational equation in order to get

$$
\begin{aligned}
& \int_{\text {Supp }(\phi)}\left(-\Psi_{\eta}(u) \phi_{t}+\nabla u \cdot \nabla \phi \psi_{\eta}(u)+|\nabla u|^{2} \phi \psi_{\eta}^{\prime}(u)\right. \\
& \left.+u^{-\beta} \psi_{\eta}(u) \phi+f(u) \psi_{\eta}(u) \phi\right) d s d x=0, \quad \forall \phi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{N} \times(0, \infty)\right) .
\end{aligned}
$$

By (36), (38), and (40), we can proceed similarly as in the proof of Theorem 1.1 to obtain after letting $\eta \rightarrow 0$
$\int_{\text {Supp }(\phi)}\left(-u \phi_{t}+\nabla u . \nabla \phi+u^{-\beta} \chi_{\{u>0\}} \phi+f(u) \phi\right) d x d s=0, \quad \forall \phi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{N} \times(0, \infty)\right)$.
Or $u$ satisfies equation (5) in the sense of distribution.
The conclusion $u \in \mathcal{C}\left([0, \infty) ; L^{1}(\mathbb{R})^{N}\right)$ is classical, so we leave it to the reader.

### 4.2. Instantaneous shrinking of compact support of solutions.

Proof. Let $u$ be a solution of equation (1). Since $f(u) \geq 0$, we have for some $q \in(0,1)$

$$
f(u)+u^{-\beta} \chi_{\{u>0\}} \geq c_{0} u^{q},
$$

with $c_{0}=\frac{1}{\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{\beta+q}}$. This implies that $u$ is a sub-solution of the following equation:

$$
\left\{\begin{array}{lr}
\partial_{t} w-\Delta w+c_{0} w^{q}=0 & \text { in } \mathbb{R}^{N} \times(0, \infty),  \tag{42}\\
w(x, 0)=u_{0}(x), & \text { in } \mathbb{R}^{N}
\end{array}\right.
$$

Since equation (42) has a unique solution $w$, then the comparison principle yields

$$
u(x, t) \leq w(x, t), \quad \text { in } \mathbb{R}^{N} \times(0, \infty)
$$

Thanks to the result of Evans et al. [13], $w$ has an instantaneous shrinking of compact support, so does $u$.

Thus, we obtain the conclusion.
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