
Annals of the University of Craiova

Mathematics and Computer Science Series

Vol. XLVIII Issue 1, June 2021

Managing Editor
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New generalized inequalities using arbitrary operator means
and their duals

Leila Nasiri and Mojtaba Bakherad

Abstract. In this article, we present some operator inequalities via arbitrary operator means
and unital positive linear maps. For instance, we show that if A,B ∈ B(H) are two positive

invertible operators such that 0 < m ≤ A,B ≤M and σ is an arbitrary operator mean, then

Φp(AσB) ≤ Kp(h)Φp(Bσ⊥A),

where σ⊥ is dual σ, p ≥ 0 and K(h) =
(M+m)2

4Mm
is the classical Kantorovich constant. We also

generalize the above inequality for two arbitrary means σ1, σ2 which lie between σ and σ⊥.

2010 Mathematics Subject Classification. Primary 46L07, Secondary 47A63, 47A30, 16A60.
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1. Introduction

In this paper, B(H) denote the C∗-algebra of all bounded linear operators on a complex
Hilbert space (H, 〈·, ·〉). I stands for the identity operator. A self-adjoint operator
A ∈ B(H) is said to be positive if 〈Ax, x〉 ≥ 0 for all x ∈ H, and in this case we write
A ≥ 0. For self-adjoint operators A,B ∈ B(H), the order relation A ≤ B means that
B − A ≥ 0. A linear map Φ is positive if Φ(A) ≥ 0 whenever A ≥ 0. It is said to be
unital provided that it preserves the identity operator, that is, Φ(I) = I.

The axiomatic theory for pairs of positive operators has been developed by Kubo
and Ando [10]. If A,B ∈ B(H) are two positive invertible operators, then the
ν−weighted arithmetic mean, geometric mean and harmonic mean of A and B are
denoted by A∇νB, A]νB A!νB, respectively, and are defined as follows

A∇νB = νA+ (1− ν)B, A]νB = A
1
2

(
A−

1
2BA−

1
2

)ν
A

1
2 ,

and
A!νB = (νA−1 + (1− ν)B−1)−1.

When ν = 1
2 , we write A∇B, A]B and A!B for the arithmetic mean, geometric mean

and harmonic mean, respectively. The ν−weighted arithmetic-geometric (AM-GM)
operator inequality, which is proved in [16] says that if A,B ∈ B(H) are two positive
operators and 0 ≤ ν ≤ 1, then A]νB ≤ A∇νB. For a particular case, when ν = 1

2 , we
obtain the AM-GM operator inequality

A]B ≤ A+B

2
. (1)

Received March 11, 2019. Accepted May 26, 2019.
The first author would like to thank the Lorestan University and the second author would like to

thank the Tusi Mathematical Research Group (TMRG).

1



2 L. NASIRI AND M. BAKHERAD

For two positive operators A,B ∈ B(H), the Löwner–Heinz inequality states that, if
A ≤ B, then

Ap ≤ Bp, (0 ≤ p ≤ 1). (2)

In general (2) is not true for p > 1.
Lin [13, Theorem 2.1] showed a squaring of a reverse of (1), namely that the inequality

Φ2

(
A+B

2

)
≤
(

(M +m)2

4Mm

)2

Φ2(A]B) (3)

as well as

Φ2

(
A+B

2

)
≤
(

(M +m)2

4Mm

)2

(Φ(A)]Φ(B))2, (4)

where Φ is a positive unital linear map.
The Löwner–Heinz inequality and two inequalities (3) and (4) follow that for 0 < p ≤
2,

Φp
(
A+B

2

)
≤
(

(M +m)2

4Mm

)p
Φp(A]B) (5)

and

Φp
(
A+B

2

)
≤
(

(M +m)2

4Mm

)p
(Φ(A)]Φ(B))p. (6)

In [6], the authors showed that inequalities (5) and (6) for p ≥ 2 hold.
For more improvements and refinements on the above inequalities see [7, 14, 15] and
references therein.
Let σ be an operator mean with the representing function f . The operator mean
with the representing function t

f(t) is called the dual of σ and denoted by σ⊥. For

A,B ∈ B(H),

Aσ⊥B = (B−1σA−1)−1.

It is trivial that for two invertible operators A,B ∈ B(H), A∇⊥B = A!B and A!B ≤
A]B.
Let 0 < m ≤ A,B ≤ M, Φ be a positive unital linear map and σ, τ be two arbitrary
means between the harmonic and arithmetic means. In [8], the authors obtained the
following inequality:

Φ2(AσB) ≤ K2(h)Φ2(AτB), (7)

where K(h) = (h+1)2

4h with h = M
m is the Kantorovich constant.

The authors in [5] generalized inequality (7) for the higher powers as follows:

Φp(AσB) ≤ Kp(h)Φp(AτB), (8)

where p > 0.
Motivated by the above discussion, in this paper we first obtain the following inequal-
ity:

Φ2(AσB) ≤ K2(h)Φ2(Bσ⊥A), (9)
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where 0 < m ≤ A,B ≤ M, σ is an arbitrary mean and σ⊥ is its dual and K(h) =
(M+m)2

4Mm is the Kantorovich constant. Then, we generalize inequality (9) for two

arbitrary means σ1 and σ2 between σ and σ⊥.

2. Main results

To obtain the main results we need to recall the following Lemmas.

Lemma 2.1. [3](Choi’s inequality) Let A ∈ B(H) be positive and Φ be a positive
unital linear map. Then

Φ(A)−1 ≤ Φ
(
A−1

)
. (10)

Lemma 2.2. [16] Suppose that 0 < m ≤ A ≤M. Then

A+MmA−1 ≤M +m.

Lemma 2.3. [4, 1, 2] Let A,B ∈ B(H) be positive and λ > 0. Then
(i) ||AB|| ≤ 1

4 ||A + B||2.
(ii) If λ > 1, then ||Aλ +Bλ|| ≤ ||(A+B)λ||.
(iii) A ≤ λB if and only if ||A 1

2B−
1
2 || ≤ λ 1

2 .

Lemma 2.4. [9] Let X ∈ B(H). Then ‖X‖ ≤ t if and only if(
tI X
X∗ tI

)
≥ 0.

Theorem 2.5. Let 0 < m ≤ A,B ≤M such that 0 < m < M and σ be an arbitrary
mean. Then

Φ2(AσB) ≤ K2(h)Φ2(Bσ⊥A), (11)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. It follows from 0 < m ≤ A,B ≤ M that (M − A)(m − A)A−1 ≤ 0 and
(M −B)(m−B)B−1 ≤ 0. Therefore

A+MmA−1 ≤M +m and B +MmB−1 ≤M +m.

Now, the subadditivity and monotonicity properties of the operator mean to conclude
that

AσB +Mm(A−1σB−1) ≤ (A+MmA−1)σ(B +MmB−1)

≤ (M +m)σ(M +m)

= M +m.

Using the linearity and positivity of Φ and the latter inequality, we get

Φ(AσB) +MmΦ(A−1σB−1) ≤M +m. (12)

Applying two inequalities (10) and (12), respectively, we have

Φ(AσB) +MmΦ−1(Bσ⊥A) ≤ Φ(AσB) +MmΦ(Bσ⊥A)−1

≤ Φ(AσB) +MmΦ(A−1σB−1)

≤M +m.
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By Lemma 2.3(i) and the latter inequality, we get∥∥Φ(AσB)MmΦ−1(Bσ⊥A)
∥∥ ≤ 1

4

∥∥Φ(AσB) +MmΦ(Bσ⊥A)−1
∥∥2

≤ Φ(AσB) +MmΦ(A−1σB−1)

≤M +m.

This proves the assertion as desired. �

Remark 2.1. In special case, when σ = ∇, since σ⊥ =! and ! ≤ ], inequality (11)
becomes inequality (3).

Corollary 2.6. Let 0 < m ≤ A,B ≤ M such that 0 < m < M, σ be an arbitrary
mean and let p ≥ 0. Then

Φp(AσB) ≤ Kp(h)Φp(Bσ⊥A), (13)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. If 0 ≤ p ≤ 2, then 0 ≤ p
2 ≤ 1. Applying inequality (11) we obtain the desired

result. If p > 2, then∥∥∥Φ
p
2 (AσB)M

p
2m

p
2 Φ−

p
2 (Bσ⊥A)

∥∥∥
≤ 1

4

∥∥∥Φ
p
2 (AσB) +M

p
2m

p
2 Φ−

p
2 (Bσ⊥A)

∥∥∥2 (by Lemma 2.3 (i))

≤ 1

4

∥∥Φ(AσB) +MmΦ−1(Bσ⊥A)
∥∥p (by Lemma 2.3 (ii))

≤ 1

4

∥∥Φ(AσB) +MmΦ((Bσ⊥A))−1
∥∥p (by (10))

=
1

4

∥∥Φ(AσB) +MmΦ(A−1σ⊥B−1)
∥∥p

≤ 1

4
(M +m)p (by inequality (12)).

Therefore, by Lemma 2.3(iii) we have

Φp(AσB) ≤ Kp(h)Φp(Bσ⊥A).

�

Remark 2.2. Using the same reason as in Remark 2.1 says that inequality (13) is a
generalization of inequality (5) which is presented in [6].

In the following theorem, we generalize inequality (7).

Theorem 2.7. Let 0 < m ≤ A,B ≤M , σ1 and σ2 be two arbitrary means which lie
between σ and σ⊥ and let p ≥ 0. Then for every positive unital linear map Φ,

Φp(Aσ2B) ≤ Kp(h)Φp(Bσ1A), (14)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.
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Proof. To prove (14), let σ1 ≥ σ⊥ and σ2 ≤ σ. Therefore,

Φ(Aσ2B) +MmΦ−1(Bσ1A) ≤ Φ(Aσ2B) +MmΦ(Bσ1A)−1 (by (10))

≤ Φ(AσB) +MmΦ(Bσ⊥A)−1

= Φ(AσB) +MmΦ(A−1σB−1)

≤M +m (by (12)).

Using the same ideas as used in the proof of Theorem 2.5 and Corollary 2.6, one can
obtain the desired result. �

To find a better bound than the obtained bound in inequality (13), we need to
state the following Lemma.

Lemma 2.8. [13] Let 0 < m ≤ A,B ≤ M and σ be an arbitrary mean. Then for
every positive unital linear map Φ

‖Φ2(AσB) +M2m2Φn((AσB)−1)‖ ≤M2 +m2.

Theorem 2.9. Let 0 < m ≤ A,B ≤M, σ be an arbitrary mean and p ≥ 4. Then

Φp(AσB) ≤
(
K(h)(M2 +m2)

2
4
pMm

)p
Φp(Bσ⊥A), (15)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. By Theorem 2.5 we have

Φ−2(Bσ⊥A) ≤ K2(h)Φ−2(AσB). (16)

A simple computation shows that∥∥∥Φ
p
2 (AσB)M

p
2m

p
2 Φ−

p
2 (Bσ⊥A)

∥∥∥
≤ 1

4

∥∥∥∥∥K p
4 (h)Φ

p
2 (AσB) +

(
M2m2

K(h)

) p
4

Φ−
p
2 (Bσ⊥A)

∥∥∥∥∥
2

( by Lemmas 2.3(i) )

≤ 1

4

∥∥∥∥KΦ2(AσB) +
M2m2

K(h)
Φ−2(Bσ⊥A)

∥∥∥∥
p
2

( by Lemmas 2.3(ii) )

≤ 1

4

∥∥K(h)Φ2(AσB) +M2m2K(h)Φ−2(AσB)
∥∥ p2 ( by (16) )

≤ 1

4
K

p
2 (h)

∥∥Φ2(AσB) +M2m2Φ2(AσB)−1
∥∥ p2 ( by (10))

≤ 1

4

(
K(h)

(
M2 +m2

)) p
2 ( by Lemma 2.8).

Therefore ∥∥∥Φ
p
2 (AσB)Φ−

p
2 (Bσ⊥A)

∥∥∥ ≤ 1

4

(
K(h)

(
M2 +m2

)
Mm

) p
2

.

The latter relation is equivalent to

Φp(AσB) ≤

(
K(h)

(
M2 +m2

)
2

4
pMm

)p
Φp(Bσ⊥A).

This proves the desired result. �
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Remark 2.3. When p ≥ 4, the derived result in Theorem 2.9 is tighter than inequality
(13).

Moreover, we show that Theorem 2.9 holds for 0 ≤ p ≤ 4.

Corollary 2.10. Let 0 < m ≤ A,B ≤M, σ be an arbitrary mean and let 0 ≤ p ≤ 4.
Then

Φp(AσB) ≤

(
K(h)

(
M2 +m2

)
2Mm

)p
Φp(Bσ⊥A),

where σ⊥ is dual σ and K(h) = (M+m)2

4MM .

Proof. By Theorem 2.5 we have

Φ4(AσB) ≤

(
K(h)

(
M2 +m2

)
2Mm

)4

Φ4(Bσ⊥A).

If 0 ≤ p ≤ 4, then 0 ≤ p
4 ≤ 1. With the aid of the latter inequality and inequality (2),

we conclude the desired inequality. �

Theorem 2.11. Let 0 < m ≤ A,B ≤M, σ1 and σ2 be two arbitrary means between
σ and σ⊥, 1 < α ≤ 2 and p ≥ 2α. Then for every positive unital linear map Φ

Φp(Aσ2B) ≤ (K
α
2 (h)(Mα +mα))

2p
α

16Mpmp
Φp(Bσ1A) (17)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. At once from inequality (14) follows that for 1 < α ≤ 2

Φ−α(Bσ1A) ≤ Kα(h)Φ−α(Aσ2B). (18)

Using the fact that 0 < m ≤ A,B ≤ M, it deduces that 0 < m ≤ Aσ2B ≤ M. Now,
the linearity property Φ results that 0 < m ≤ Φ(Aσ2B) ≤ M. Since 1 < α ≤ 2, one
can easily prove that

Φα(Aσ2B) +MαmαΦ−α(Aσ2B) ≤Mα +mα. (19)

Therefore∥∥∥M p
2m

p
2 Φ

p
2 (Aσ2B)Φ−

p
2 (Bσ1A)

∥∥∥
≤ 1

4

∥∥∥K− p4 (h)M
p
2m

p
2 Φ−

p
2 (Bσ1A) +K

p
4 (h)Φ

p
2 (Aσ2B)

∥∥∥2 ( by Lemma 2.3(i) )

≤ 1

4

∥∥∥(K−α2 (h)MαmαΦ−α(Bσ1A) +K
α
2 (h)Φα(Aσ2B)

) p
2α

∥∥∥2 ( by Lemma 2.3(ii) )

=
1

4

∥∥K−α2 (h)MαmαΦ−α(Bσ1A) +K
α
2 (h)Φα(Aσ2B)

∥∥ pα
≤ 1

4

∥∥K α
2 (h)MαmαΦ−α(Aσ2B) +K

α
2 (h)Φα(Aσ2B)

∥∥ pα ( by (18))

≤ 1

4
K

p
2 (h)(Mα +mα)

p
α ( by (19)),

that is ∥∥∥Φ
p
2 (Aσ2B)Φ−

p
2 (Bσ1A)

∥∥∥ ≤ K
p
2 (h)(Mα +mα)

p
α

4M
p
2m

p
2

,
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or equivalently

Φp(Aσ2B) ≤
(
K

α
2 (h)(Mα +mα)

) 2p
α

16Mm
Φp(Bσ1A).

�

Remark 2.4. In special case, for α = 2, inequality (17) becomes inequality (15).

Remark 2.5. By taking σ = ∇ in inequality (17), we get inequality (8).

Theorem 2.12. Let 0 < m ≤ A,B ≤M such that 0 < m < M and σ be an arbitrary
mean. Then for every positive unital linear map Φ and two arbitrary means σ1 and
σ2 which lie between σ and σ⊥ and p ≥ 0, the following inequality holds

Φp(Aσ2B)Φ−p(Bσ1A) + Φ−p(Bσ1A)Φp(Aσ2B) ≤ 2Kp(h)Φp(Bσ1A) (20)

where σ⊥ is dual σ and K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. It follows from (14) that

‖Φp(Aσ2B)Φ−p(Bσ1A)‖ ≤ Kp(h). (21)

Applying Lemma 2.4 we have(
K(h)pI Φ−p(Bσ1A)Φp(Aσ2B)

Φp(Aσ2B)Φ−p(Bσ1A) K(h)pI

)
≥ 0

and (
K(h)pI Φp(Aσ2B)Φ−p(Bσ1A)

Φ−p(Bσ1A)Φp(Aσ2B) K(h)pI

)
≥ 0.

Summing up two above inequalities, we obtain the following inequality(
2K(h)pI β1

β2 2K(h)pI

)
≥ 0,

where

β1 = Φ−p(Bσ1A)Φp(Aσ2B) + Φp(Aσ2B)Φ−p(Bσ1A)

and

β2 = Φp(Aσ2B)Φ−p(Bσ1A) + Φ−p(Bσ1A)Φp(Aσ2B).

Again using Lemma 2.4 we get the desired result. �

Remark 2.6. Put σ = ∇, inequality (20) reduces to some results in [2]

3. A refined inequality for the arithmetic-geometric mean

Let A,B ∈ B(H) be two invertible positive operators, 0 ≤ ν ≤ 1 and −1 ≤ q ≤ 1.
We use from the notation A]q,νB to define the power mean

A]q,νB = A
1
2

(
(1− ν)I + ν

(
A

1
2BA

1
2

)q) 1
q

A
1
2 .
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For more information see [11]. The authors in [12] proved that if 0 < m ≤ A,B ≤M
such that 0 < m < M and 0 < ν ≤ µ < 1, −1 ≤ q ≤ 1. Then for every positive unital
linear map Φ and p ≥ 0, the following inequality holds

Φp
(
A∇νB +

ν

µ
Mm

(
A−1∇µB−1 −A−1]q,µB−1

))
≤ Kp(h)Φp(A]q,νB), (22)

where K(h) = (M+m)2

4Mm is the Kantorovich constant.
Using the following theorem, we obtain a generalization from inequality (22).

Theorem 3.1. Suppose that 0 < m ≤ A,B ≤ M such that 0 < m < M and
0 < ν ≤ µ < 1, −1 ≤ q ≤ 1 and 1 < α ≤ 2. Then for every positive unital linear map
Φ and p ≥ 0, the following inequality holds

Φp
(
A∇νB +

ν

µ
Mm(A−1∇νB−1 −A−1]q,µB−1)

)

≤
(
K

α
4 (h)(Mα +mα)

) 2p
α

16Mpmp
Φp(A]q,νB), (23)

where K(h) = (M+m)2

4Mm is the Kantorovich constant.

Proof. For 1 < α ≤ 2, by inequality (22), we have

Φα
(
A∇νB +

ν

µ
Mm

(
A−1∇µB−1 −A−1]q,µB−1

))
≤ Kα(h)Φα(A]q,νB) (24)

The last inequality deduces using a process similar to inequality (19). This shows
that ∥∥∥∥Φ

p
2

(
A∇νB +

ν

µ
Mm

(
A−1∇µB−1 −A−1]q,µB−1

))
Φ−

p
2 (A]q,νB)

∥∥∥∥
≤ K

p
2 (h)(Mα +mα)

p
α

4M
p
2m

p
2

.

Then

Φp
(
A∇νB +

ν

µ
Mm

(
A−1∇µB−1 −A−1]q,µB−1

))

≤
(
K

α
4 (h)(Mα +mα)

) 2p
α

16Mpmp
Φp(A]q,νB).

�

Remark 3.1. Taking α = 2, inequality (23) becomes inequality (22).

Remark 3.2. By putting α = 2, µ = 1
2 and taking q → 0, inequality (23) collapse to

the derived result in [2].
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Abstract. In this article we define matrix maps between complex uncertain sequences. We
introduce the notion of bounded sequences of complex uncertain sequence for almost sure,

mean, measure and distribution. We introduce the limitation method for different notion of

boundedness of sequence of complex uncertain variables and establish relation between the
different notions. The necessary condition for a matrix map to be a limitation method is

established.
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1. Introduction

When uncertainty acts neither fuzziness nor randomness, we are unable to deal with
this kind of uncertainty by fuzzy set theory or probability theory. In order to handle
this, an uncertainty theory was established by Liu [1]. At the same time, Liu pro-
posed convergence concepts in different notion and established relationship between
them. Up to now, uncertainty theory has successfully been applied to uncertain pro-
gramming, uncertain risk analysis and uncertain reliability analysis, uncertain logic,
uncertain differential equation, uncertain graphs etc. In our daily life, uncertainty
became noticeable in real quantities as well as in complex quantities. The concept
of complex uncertain variable was introduced by Peng [9] and after that it has been
applied by Chen et al. [8], Tripathy and Dowari [4], Tripathy and Nath [7], Nath and
Tripathy [3] for studying sequences of complex uncertain variables. The limitation
method was founded in the book of Petersen [6], limitation method is a linear trans-
formation which turns bounded sequences to a bounded sequences. One may refer to
Petersen [6], for further details about the limitation method.

2. Preliminaries

In this section, we introduced some basic concepts on uncertainty theory which will
be used throughout the paper.

Definition 2.1. ([1]) Let L be a σ−algebra on a nonempty set Γ. A set functionM
is called an uncertain measure if it satisfies the following axioms:
Axiom 1. (Normality Axiom) M{Γ} = 1;

Received August 12, 2019. Accepted May 9, 2020.
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Axiom 2. (Duality Axiom) M{Λ}+M{Λc} = 1 for any Λ ∈ L;
Axiom 3. (Subadditivity Axiom) For every countable sequence of {Λj} ∈ L, we have

M


∞⋃
j=1

∧
j

 ≤
∞∑
j=1

M{Λj} .

The triplet (Γ,L,M) is called an uncertainty space, and each element Λ in L is
called an event.In order to obtain uncertainty measure of compound event, a product
uncertain measure is defined by Liu [1] as follows:
Axiom 4. (Product Axiom) Let (Γk,Lk,Mk), be uncertainty spaces for k = 1, 2, .....
The product uncertainty measure M is an uncertain measure satisfying

M

{ ∞∏
k=1

Λk

}
=
∞∧
k=1

Mk {Λk} ,

where Λk are arbitrarily chosen events from Lk for k = 1, 2, ..., respectively.

Definition 2.2. ([1]) An uncertain variable ξ is a measurable function from an un-
certainty space (Γ,L,M) to the set of real numbers i.e., for any Borel set B of real
numbers, the set {ξ ∈ B} = {γ ∈ Γ | ξ(γ) ∈ B} is an event.

In this paper, we introduce the notion of bounded sequences of complex uncertain
sequence for almost sure, mean, measure and distribution. We introduce the limi-
tation method for different notion of boundedness of sequence of complex uncertain
variables.

Definition 2.3. Let (ζn) be a sequence of complex uncertain variables in the un-
certainty space (Γ, L,M). Then, the sequence (ζn) is almost surely bounded if there
exists an event Λ withM{Λ} = 1 and there exists H > 0 such that sup

n
‖ζn(γ)‖ < H

for every γ ∈ Λ.

Definition 2.4. A complex uncertain sequence (ζn) is bounded in measure, if there
exists H > 0 such that sup

n
M{‖ζn‖ > H} = 0.

Definition 2.5. A complex uncertain sequence (ζn) is bounded in mean, if there
exists H > 0 such that sup

n
E[‖ζn‖] < H.

Definition 2.6. Let, φ, φ1, φ2, ... be the complex uncertain distribution of complex
uncertain variables ξ1, ξ2, ..., respectively. We say the complex uncertain sequence (ζn)
is bounded in distribution if sup

n
φn(c) ≤ φ(c) for all c at which φ(c) is continuous.

Definition 2.7. A linear transformation T from a complex uncertain sequence into
complex uncertain sequence is said to be almost sure limitation method if it transforms
bounded complex uncertain sequence into a bounded complex uncertain sequence i.e
there exists constants G,H > 0 such that sup

n
‖T (ζn(γ))‖ < G for every sup

n
‖ζn(γ)‖ <

H in (Γ, L,M).

Definition 2.8. A linear transformation is said to be limitation method in measure
if

sup
n
M{‖T (ζn)‖ > G} = 0 for every sup

n
M{‖ζn‖ > H} = 0.
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Definition 2.9. A linear transformation is said to be limitation method in mean, if
sup
n
E[‖T (ζn)‖] < G for every sup

n
E[‖ζn‖] < H.

Definition 2.10. Let, φ, φ1, φ2, .... be the complex uncertain distribution of complex
uncertain variables ζ1, ζ2, .... respectively. We say the linear transformation T is lim-
itation method in distribution, if sup

n
φn(T (c)) ≤ φ(T (c)) for every sup

n
φn(c) ≤ φ(c)

for all c at which φ(c) and φ(T (c)) is continuous.

3. Main results

In this section, some relationships among the Limitation methods will be studied and
derive some new results for a matrix map to be a limitation methods.

Theorem 3.1. If the linear transformation T is limitation method in mean, then T
is a limitation method in measure.

Proof. From the definition of limitation method in mean it follows that,
sup
n
E (‖T (ζn)‖) < G whenever sup

n
E (‖ζn‖) < H.

For any H
ε > 0, we have from the Markov inequality,

M{‖ζn‖ ≥
H

ε
} ≤ E[‖ζn‖]

H
ε

< ε,

since ε is arbitrary.
Therefore, sup

n
M
{
‖ζn‖ > H

ε

}
= 0.

For any G
ε > 0, we have from the Markov inequality,

M{‖T (ζn)‖ ≥ G

ε
} ≤ E[‖T (ζn)‖]

G
ε

< ε,

since ε is arbitrary.
Therefore, sup

n
M
{
‖T (ζn)‖ > G

ε

}
= 0. �

Remark 3.1. Bounded in measure does not imply bounded in mean in general.

Example 3.1. Consider an uncertainty space (Γ,L,M) to be γ1, γ2, ..... with

M {Λ} =


sup

1− n
n2

, if sup
γn∈Λ

1− n
n2

<
1

2
;

1− sup
1− n
n2

, if sup
γn∈Λc

1− n
n2

<
1

2
;

1

2
, otherwise.

Then, we define complex uncertain variables by,

ζn(γ) =

{
in2(n2 + n− 1), if γ = γn;
0, otherwise,

for n = 1, 2.... and ζn = 0. For some small number ε > 0, we have,

M{‖ζn‖ > ε} =M{γ|‖ζn(γ)‖ > ε}

=M{γn} =
1− n
n2

.
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Therefore, supnM{‖ζn‖ > ε} = 0. However, for each n ≥ 2, the complex uncertain
distribution of ζn,

φn(c) = φn(a+ ib) =


0, if a < 0, b < +∞;
0, if a ≥ 0, b < 0;
1−n
n2 , if a ≥ 0, 0 ≤ b < (n2 + n− 1);

1, if a ≥ 0, b ≥ (n2 + n− 1).

So for each n ≥ 2, we have

E[‖ζn‖] =

∫ (n2+n−1)n2

0

(1− 1− n
n2

)dx = (n2 + n− 1)2.

Therefore, supnE[‖ζn‖] is infinite.

Theorem 3.2. Let (ζn) be a sequence of complex uncertain variables. Then, (ζn) is
bounded in measure if its real and imaginary parts are bounded in measure.

Proof. Let,(ξn) and (ηn) be real and imaginary parts of (ζn) respectively which are
bounded in measure. From the definition of bounded in measure, there exists H > 0
such that

sup
n
M
{
‖ξn‖ >

H√
2

}
= 0,

and

sup
n
M
{
‖ηn‖ >

H√
2

}
= 0.

Also,

‖ζn‖ =
√
|ξn|2 + |ηn|2.

Thus, we have

{‖ζn‖ > H} ⊂
{
|ξn| >

H√
2

}⋃{
|ηn| >

H√
2

}
.

Using sub additivity axiom of uncertain measure, we obtain

M{‖ζn‖ > H} ≤ M
{
|ξn| >

H√
2

}
+M

{
|ηn| >

H√
2

}
.

Hence, we have

0 ≤ supM{‖ζn‖ > H} ≤ supM
{
|ξn| >

H√
2

}
+ supM

{
|ηn| >

H√
2

}
= 0.

Therefore,

supM{‖ζn‖ > H} = 0.

Hence, (ζn) is bounded in measure. �

Theorem 3.3. Let, T be a linear transformation. Then, T is limitation method in
measure if its real and imaginary parts are bounded in measure.

Proof. The proof is similar to Theorem 3.2, so it is omitted. �

Theorem 3.4. Let (ζn) be a complex uncertain sequence with real and imaginary
parts (ξn) and (ηn), respectively, for n = 1, 2..... If uncertain sequences (ξn) and (ηn)
bounded in measure, then the complex uncertain sequence (ζn) bounded in distribution.
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Proof. Let, c = a + ib be a given continuity point of the complex uncertainty distri-
bution φ.

For any α > a, β > b, we have,

{ξn 6 a, ηn 6 b} = {ξn 6 a, ηn 6 b, ξk 6 α, ηk 6 β}
⋃
{ξn 6 a, ηn 6 b, ξk > α, ηk > β}⋃

{ξn 6 a, ηn 6 b, ξk ≤ α, ηk > β}
⋃
{ξn 6 a, ηn 6 b, ξk > α, ηk ≤ β}

⊂{ξk ≤ α, ηk ≤ β}
⋃
{|ξn − ξk| ≥ α− a}

⋃
{|ξn − ζk| ≥ β − b} .

φn(c) = φn(a+ ib)

≤ φ(α+ iβ) +M{|ξn − ξk| ≥ α− a}+M{|ξn − ηk| ≥ β − b}

≤ φ(α+ iβ) +M{|ξn| ≥
α− a

2
}+M{|ξk| ≥

α− a
2
}+M{|ηn| ≥

β − b
2
}

+M{|ηk| ≥
β − b

2
}.

Since (ξn) and (ηn) are bounded in measure, we have

sup
n
M{|ξn| ≥

α− a
2
} = 0, sup

n
M{|ξk| ≥

α− a
2
} = 0,

and

sup
n
M{|ηn| ≥

β − b
2
} = 0, sup

n
M{|ηk| ≥

β − b
2
} = 0.

Thus, we obtain

sup
n
φn(c) 6 φ(α+ iβ),

for any α > a, β > b. Taking α+ iβ −→ a+ ib, we have

sup
n
φn(c) 6 φ(c).

�

Remark 3.2. Bounded in distribution does not imply bounded in measure in general.

Example 3.2. Consider an uncertainty space (Γ,L,M) to be γ1, γ2, ..... with

M {Λ} =


sup

n

2n+ 1
, if sup

γn∈Λ

n

2n+ 1
<

1

2
;

1− sup
n

2n+ 1
, if sup

γn∈Λc

n

2n+ 1
<

1

2
;

1

2
, otherwise.

Then, we define complex uncertain variables by,

ζn(γ) =

{
in, if γ = γn,
0, otherwise,

for n = 1, 2.... and ζn = 0. For some small number ε > 0, we have,

M{‖ζn‖ ≥ ε} =M{γ|‖ζn(γ)‖ ≥ ε} =M{γn} =
n

2n+ 1
.




