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Generalized ®—dichotomous linear part for a class of
generalized differential equations

RaBHA W. IBRAHIM, SAYYEDAH A. QASEM, AND ZAILAN SIRI

ABSTRACT. A dichotomy: ordinary or exponential, is a category of conditional stability. In
this disquisition, we deal with nonlinear fractional differential equations (NFDE) involving
generalized ®-exponential and ®-ordinary dichotomous (in the sense of fractional calculus)
linear part in a Banach space. By employing of the Banach fixed point principle, the satisfac-
tory conditions are located for the existence of ®-bounded outcomes of these equations in the
real case.

2010 Mathematics Subject Classification. Primary 44A45; Secondary 34A08.
Key words and phrases. fractional differential equations, fractional calculus, fractional
operator.)

1. Introduction and preliminaries

The class of fractional differential equations are considered in preference layouts
to NDE. Heterogeneities of them performance important tools and roles not only in
mathematics, but also in dynamical systems, control systems, physical sciences and
engineering to construct the mathematical modeling. Fractional differential equations
concerning the Caputo derivative or the Riemann-Liouville fractional operators have
been organized in different classes of fractional differential equations. In general,
problems with fractional differential equations are great emphasis, because fractional
differential equations accrue the whole information of the function in a full form [1]-[3].

There are different types of stability of fractional differential equations. Li et al.[4],
considered the Mittag- Leffler stability and the Lyapunov’s methods for various classes
of fractional differential equations. While Deng [5] imposed acceptable statuses for
the local asymptotical stability of NFDE.

Here, in this work, we generalize the dichotomy: ordinary and exponential, by
utilizing the Mittag- Leffler function. Nonlinear fractional differential equations with
®—dichotomous linear part are studied in an arbitrary Banach space. We will illus-
trate that some equities of these equations will be effected by the analogous ®—dichoto-
mous homogeneous linear equation. Adequate actions for the existence of ®—bounded
solutions of this equations on R, in situation of ®—exponential or ®—ordinary di-
chotomy are constructed.

During this work, let = be an arbitrary Banach space with norm | . | and identity
1. Let LB(E) be the space of all linear bounded operators performing in = with the
norm || . || . By 7 we shall indicate Ry = [0, 00).

We introduce the following NFDE:
DYw(t) = A(t)w + ¢(t, w), (1)



2 R. W. IBRAHIM, S. A. QASEM, AND Z. SIRI

where
1 d [ w()
Dw(t) = =——— ———=—do.
w(t) F(l—a)dt/o (t— o)
The appropriate linear homogeneous equation can be described in the form
Dw(t) = A(t)w, (2)

and the related inhomogeneous equation can be viewed as
Dw(t) = At)w + (1), ®3)

where A(.) : g = LB(E), ¢(.) : 3 — Z are strongly measurable and Bochner integrable
on the finite subintervals of j and ¢(.,.) : ) x £ — = is a continuous function w. r. t.
t.

The outcomes of the above FDE can be defined as continuous functions v(t) that are
differentiable (in the sense that it is considerable. We impose the following concepts:

Definition 1.1. A function v(.) : 7 — Z is said to be ®—bounded on j if ®(¢t)v(t) is
bounded on ).

Let B3 (E) indicate the Banach space of all ®—bounded and continuous functions
acting on = with the norm

| f llso=sup | 2(£)f(t) | -
tey

Recall that a linear transformation P from a vector space to itself with P? = P is
called a projection.

Definition 1.2. The equation (2) is said to have a ®—exponential dichotomy on j if
there exist a pair of mutually complementary projections Py, P, = +— P; and positive
constants C,Cs, 01 and do such that

I 2OWEPIW ™ ()27 (s) < C1Ea(=01(t = 5)%) (s<tis;teg)  (4)

| 2OW(OPRW ()27 (s) | CoEa(=02(s 1)) (t<sisitey) (5
where FE, is the Mittag-Leffler function, which defined as follows:

Eo (1) = 7;) Tlan+ 1)’

and W is the fractional Cauchy operator (2). Equation(1) is said to has a ®-ordinary
dichotomy on j if §; = § = 0.

The above concepts are generalizations of the usual cases, which can be found in
[6, 7]. It is well known that the solution of (2), for initial condition w(0) = 1, can be
expressed as

w(t) = Eq(AtY), tey.

It is well known that the Green’s function is a very robust practical and theoretical
tool for studying solutions of differential equations. In [8], has been introduced the
concept of fractional Green’s function. It has been shown that the inverse transform
of the Cauchy problem is also a solution for the homogeneous equation. Therefore,
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we consider the principal Green function of (3) with the projections P; and Py from
the definition for ®—exponential dichotomy as follows:

W (t)PLW ~1(s) (s<t;t,s€))
Ga(ta S) = (6)
~W(H)PW=1(s) (t<s;t,s€y).

Clearly G, is continuous except at ¢ = s, where it has a jump discontinuity. The
main connections are the Mittag- Lefler function and the fractional Green’s function.
These functions allow us to define the concept of the ®—dichotomous and to find a
mild solution, by utilizing some properties in the Cauchy problem.

Next, we illustrate the following assumptions:

(A1) For arbitrary number p > 0 and Yw € 2, we put

| 2w |< p.

(A2) There exists a positive functions p(t) such that | ®(¢)o(t, w) |< u(t), (¢t € 7).

(A3) There exists a positive function () such that
| 2(t) (et wr) — d(t,w2)) [< K(t) | B(E) (w1 —w2) | (t € ).

(A4) The nonnegative function p(t) satisfies the following inequality :

t+1
B(u(t)) = sup/ w(T)dr < 0.
t€y Jit
(A5) There are two positive constants ¢; and ¢y such that
B(u() < ¢, B(t) < cs.

2. Outcomes

In this section, we establish the presence of solutions of the fractional system (1). We
shall apply the following result:

Lemma 2.1. If the linear homogeneous equation (2) has ®-exponential dichotomy on
7, then the inhomogeneous equation (3) has, for every ®-bounded function ¢ € Bo(E),
at least one ®-bounded solution w € By (E).

Proof. Let (2) have a ®-exponential dichotomy on 7. Then by (4), we have
| 2(OW () PLW 1 (s)@ H(s)w ||< C1Eo(=61(t — 8)*)|w|, (s<t;s,tecy), wekE.
Putting w(s) := ®(s)W(s)P, therefore we obtain that ®(t)w(t) is bounded and

consequently, we attain that w is ®—bounded for Eq. (2). Since ¢ € B5(E) this
yields that w is ®-bounded solution for Eq. (3). This completes the proof. O

Note that, Lemma 2.1 can be extended to include Eq. (1).

Theorem 2.2. Let the assumptions (A1)-(A5) be achieved. If the linear part of
(1) has ®—exponential dichotomy on R with projections Py and Py then the equation
(1) has a unique solution w(t), which is defined for t € 3 = Ry and for which |
S()w(t) |<r, (te€g,r>0).
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Proof. Define the operator O : B4(E) — B (E) as follows:

Ow(t) = [ Gu(t, 7)o(T,w(T))dr (7)

S~

where G, is defined by (6). Let w(t) be a solution of equation(1) that appears for
t € 7 in the ball

bo,r = {w:| w|s, <7, r >0}

In view of Lemma 2.1, the function ¢(¢,w(t)) is ®— bound on j and it follows that
the solution w verifies the integral equation

w(t) = Ow(t). (8)
Step 1. © maps the ball bg , into itself.

By employing (A2), (A4)-(A5), a computation implies that

@ (t)Oul(t) | < ‘@(t) [ Gattnrstru(mar

J

< [ I e®Ga(t. )27 H7) || | @(7)d(r, w(r)) | dr
=/t | 2(6)Ga(t, )27 (7) [ | 2(r)(r,w(7)) | dr

+ / I BOGu ) () || Bt w(r) | dr

<Oy Eo(—=61(t — 7)) pu(7)d7 + Cs Eo(=b2(r = 0)*)p(7)dr.

T<t T>t

By assuming t — 7 = ¢, we conclude that

IA

| @(1)Ow(t) | < C1 />0Ea(—51(<)’l)u(t—<)d<+02 Eo(82(<)*)u(t — <)ds

< B(u(t — ) (C1Ea(=01()%) + CaBa(—0>(<)))

C C
01(1 - Eal(fél) Tz E(j(f(sQ))'

IN

Hence, by letting

c1 ST( . 02—(52))1a

1= Ea(=01) 1= Ea(
we receive
| ©(t)Ow(t) [< .

Thus, the operator © maps the ball bg , into itself.
Step 2. The operator O is a contraction mapping in b .
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By employing (A1), (A3), (A5), a calculation yields for wy, w2 € b .. We get

| ©(1)Ows (t) — @(1)Ows(t) |< “I’(t) /[Ga(tﬁ)dﬁ(ﬂ w1 (7)) = ¢(7, w1 (7))ldr

J

< [ 180)Gat. 107 (7) 1| B0l w1 (7)) = ot wa(r) | dr
< [ (sup | #(r)(wn(r)) — ws(r) | ) 1| €(OGa(t, )8 (7) | str)dr

TEY

< /J(sup | ©(7) (w1 (7)) — wa(r)) | ) (ClEa(—51(t -7)%)

TEY

+ CoEo(—05(r — 1)) ) n(r)dr

= (i‘éﬁ’ | @(r)(wi(r) —wn(r) | ) (1= E?(—al) s E(f(—éz))@

Hence, we have
Ch Cs
1= Ea(o1) T

|| Owi — Ows ||, < e || wy —ws ||B, -
d2)

1—E,(—d2
Thus, by considering

co < ( ! + Cs )71
P \T = Eo(=01) " 1= Ea(=065)/)
the operator © is a contraction in the ball bg . In virtue of Banach’s fixed point

Theorem, the existence of a unique fixed point of operator © follows. O

Corollary 2.3. If the conditions of Theorem 2.2 are achieved and if, furthermore,
d(t,0) =0 (t € 3) then w= 0 is a unique solution of (1) in Bg(E).

Proof. Let ¢(t,0) =0, t € 5. Then from (A1), (A3), (A5), it leads
| () (ot w(t)) — &(t,0)) | < k(1) [ @)w(t) | (¢ €)
< c1p.
Thus for large p > 0, every solution w(t) except w(t) = 0 (¢ € 7) will drop any ball
bq)’r.\:‘ O

Theorem 2.4. Let the following conditions be achieved:

1. The linear part of (1) has ®—ordinary dichotomy on R with projections P; and
Ps.

2. The function ¢(t,w) satisfies conditions (A2)-(AS5).

Then for all r > 0 and sufficient small values of c;, ¢z, the equation (1) has a unique
solution w(t), which is defined for t € 3 and for which | ®(t)w(t) |< r (t € 7).

Proof. Let 3 =R.. In view of Lemma 2.1, every solution w(t) of equation (1) remains
in the ball bg , and verifies the integral equation

w(t) = /Ga(t,7)¢(T,w(T))dT

and vice versa. Consider the operator © : Bg(E) — Bg(Z) introduced in (7).
Step 1. O maps the ball bg . into itself.
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For | ®(t)Ow(t) |, we get the following estimate:

| ©(t)Ow ‘ /G t,7)p(T, w(T))dr

By letting c¢; we receive

T
< (C14+C2)>

| #(06u(0) | < [#(0) [ Galt, o7 wlr)ar

1
< ( / | B(1)Ga(t, )2 (7) || | B(r) (7, w(r)) | dT)

- / OG0 || B()o(rw(r) | dr

+/t> I e(t)Galt, 1)@ () || | (7)o(r,w(r)) | dr

< C’g/ p(r)dr + 01/ w(T)dr
t<t t>7

< CQB(;IJ(t +7))+ C’1B(lz(1t +7))
< (C1+ Co)B(u(t+ 1))
<(C1+Cy)es <.

Thus the operator © maps the ball bg , into itself.
Step 2. The operator O is a contraction mapping in bg ,.
For all wy,ws € bo,, we may conclude that

| (t)Ow (t) —

P(t)Owa(t) <

) (007, wi(r) = ol wa(r)) ) dr

(
< / | O()Galt, )0 (7) || D) ({7 w1 (7)) — &(r. wa(r)) | dr
/J @) | w(r) | ©(7) (wi (7)) - wa(r) | dr
| ()G lt, O (7) | £(r)dr sup | (r)(wi (7)) — wa(r) |

TEY

< (maz{Cy, Ca}es) Sup | (1) (w1 (7)) — wa(7)).

IN

IA
h\ﬁ

Hence
| Owi — Ows [[cy < (czmaz{Cy,Ca}) || w1 — w2 [lcy -

Hence by ¢z < (max{C1,Cs})~!, the operator © is a contraction in the ball bg ,.. By

employing Banach’s fixed point theorem, the existence of a unique fixed point of the

operator © yields.

Theorem 2.5. Let the following conditions be achieved:

1. The linear part of (1) has ®—exponential dichotomy on j with projections Py and

Ps.
2. The function ¢(t,w) fulfills the assumptions (A2)-(A5).
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Then for all r > 0 and acceptable small c¢; and cg, there exists p < r such that
the equation (1) has a unique solution w(t) on j for which { € E; = P12 along

| ©(0)C |< p with Pyw(0) = ¢ and | (t)w(t) |[<r (t € ).

Proof. In virtue of Lemma 2.1, implies that w(t) verifies the integral equation
wlt) =W + [ Galt,r)orw(r)dr 9)
7

where ¢ = Pyw(0). The converse is also true: a solution of the integral equation (9)
verifies the differential equation (1) for ¢t € 5. Let ( € Z; and | ®(0)¢ |< p < 7.
We assume the space B¢(=Z) and the operator © : B4(2) — Bg(E) defined by the
formula

Ou(t) = W(t)C + / Gult, 7)o(r, w(r))dr (10)

Step 1. O maps the ball bg . into itself.
A computation leads to

| 206wl |<] oW (<] +|2(0) () [ Gult.ryotr ()
r
< —
Assume that p < Tk then we have

| REOW(H)C |< CLEa(=01(t = 7)%) | 2(0)¢ |[< Cip <

N3

Employing the same method in the proof of Theorem 2.2, we have

<

l\D\%

‘ﬂ@[&ﬁJthmw

Thus the operator © maps the ball bg , into itself.
Step 2. The operator O is a contraction mapping in bg .
Assume wy,wy € bg .. We get as in the proof of Theorem2.2, the bound

Cl 02
1= Bo(—0y)  1- Ea(—52)>62) [ wi —ws [l -

| Ow; — Ow, |||%g(

By

Cl 02 -1
< (1 a5y 12 Ea(ﬂsrz)) ’

the operator © is a contraction in the ball bg ... Finally, by applying Banach’s fixed
point theorem, the existence of a unique fixed point of the operator © implies. O

Theorem 2.6. Let the following conditions be satisfied:

1. The linear part of (1) has ®—ordinary dichotomy on R with projections Py and
Ps.

2. The function ¢(t,w) archives the conditions (A2)-(A5).

Then for all ™ > 0 and small values of c;, co, there exists o < r such that the equation
(1) has for each n € Z1 = P12 with | ®(0) |< o a unique solution w(t) on j for which
Piw(0) =n and | ®(t)w(t) |[< r(t € ).
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Proof. Let n € Xy and | ®(0)n |< o < r. We concern about the space B¢ (Z) and the
operator O : B¢ (Z) — B (=) defined by the formula

Ouw(t) =W(t)n+ /Ga(t,7)¢(77w(’r))d’r. (11)

First we have to establish, that the operator © maps the all Sy , into itself. We obtain
| ®(t)Ow(t) |<| ()W (¢)n | —l—’ /G (t,7)p(T,w(T))dT|.

r
By letti < —, h
y letting o < 5, we have

| DOW ()¢ |< Cr | $(0)n |< Cro < 2.

Now by assuming c; < W

Cy}

’@(t)/Ga(t, 7)é(r, w(r))dr| < maz{Cy,Cole; < g

as in the proof of Theorem 2.4, we get

Thus the operator Q maps the ball bg , into itself.
Let w1, ws € bg . As in the proof of Theorem 2.2, we have the computation

| Ow1 — Ows (|8, < (comaz{Cy, Ca}) || w1 — wa (|, -

Hence by ¢z < (maz{Cy,Ca})~! the operator © is a contraction in the ball bg .. The
fixed point principle of Banach it implies the existence of a unique fixed point of the
operator O. (]

Corollary 2.7. Let the conditions of Theorem 2.6 hold and let wi(t) and w2 (t) be
two solutions whose initial values achieve Pywq(0) = n and Pywy(0) = 6. Let Cy, =
maz{Cy,Cs2}.

Then for Cyce < 1, the following condition holds:

| ©(t)(wi(t) — ())Lmlq’( Jn—=0)1 (te€).
Proof. Applying the presentation (11) for the solutions w; and ws we have
w0 (0) ~ws(t) =W =)+ [ Gult, (60 un(7) — 9wt
In view of Theorem 2.6, for v(t) = ®(t)(w; (t) — wa(t)), we realize that
[o(8)|< Ca | (0)(0 )| +Car [ (r)u(r)ir
J
where C,, is a positive constant depending on «. Let us study the equation

)= ﬁ—FOa/li(T)U(T)dT

where 8 = C, | ®(0)(n — 6) | . Define the functional
Q:B—y,
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where B denotes the space of all bounded functions on 3 by the formula
(W) (1) = Ca / w(r)o(r)dr.
J
We proceed to determine the bound of €.

I 2)<Cy /K(T)d’l‘ < Cycg.
J
For sufficiently small cg, we compute that || © ||< 1. Let ¢ be the identity of the
space B. Then the equation (¢, — ), = S has a bounded solution v(t), i.e. there
exists a constant v = supie, | v(t) |< co. We ought to estimate the constant v from
equation(11),

)< B+Cav/k(7)d7 < B+ Cucs,
J

ie.
B
1-— Ca Co
Finally, we receive

Hence the proof. O
3. Conclusion

It was shown that the ®-exponential dichotomy of the homogenous equation (1) is
a sufficient condition for the existence of ®-bounded solutions of the inhomogeneous
equation (3) and consequently for the NFDE (1) with ®-bounded. By applying the
principal of fractional Green function of (3) with the projections P; and P, from the
definition for ®-exponential dichotomy, the solution of (1) can be formulated as

w(t) = /Ga(t,s)(b(s)ds.

The solution of (1) remains ®-bounded when the condition for ®- boundedness of the
function ¢ is replaced by the more general condition (A4).
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On the data completion problem for Laplace’s equation

CHAKIR TAJANI AND JAAFAR ABOUCHABAKA

ABSTRACT. The purpose of this paper is the study and the resolution of the inverse problem
for the Laplace equation, including the case of data completion problem where it is to cover
the missing data on the inaccessible part of the boundary of a domain from measurements on
the accessible part. Furthermore, we present a survey of the inverse problem of reconstructing
the missing data for the Laplace equation. We describe the notion of ill-posed problems;
namely, the results concerning the existence, uniqueness and stability of their solutions. In
addition, we present several areas and fields of applications of this kind of problem. We also
include the different developed methods for solving this problem, discussing their advantages
and inconveniences. Numerical results with the iterative KMF algorithm and the developed
variant are presented.

2010 Mathematics Subject Classification. 35J05; 65N21; 65J20.
Key words and phrases. ill-posed problem, inverse problem, cauchy problem, Laplace’s
equation, data completion problem.

1. Introduction

Many problems of engineering and industry can be considered as inverse prob-
lems; which explains the importance of this type of problems [1]. However, there are
generally ill-posed in the Hadamard sense, since the existence or uniqueness or the
continuous dependence on the data of their solutions may not be ensured.

Several definitions can be given to an inverse problem. Among them, we propose
that given in [2]:

In science, an inverse problem is a situation in which we try to determine
the causes of a phenomenon from experimental observations of its effects. For
example, in seismology, the location of origin of an earthquake from measurements
made by several seismic stations distributed over the surface of the earth is an
inverse problem.

In general, when a number of conditions, partially or completely unknown then an
inverse problem must be formulated to determine the unknown from measurements
or data system. Taking into account the quantities searched, there are two types of
inverse problems:

e Problems of reconstruction to find the parameters or unknown data to the system

from overabundant data.

e Problems of identification which consist in finding an unknown property of an

object or environment.

Received February 04, 2016. Revised June 1, 2018.
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