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Abstract—Since the very first paper of J. Bernoulli in 1728, a
connection exists between initial boundary value problems for
hyperbolic Partial Differential Equations (PDE) in the plane
(with a single space coordinate accounting for wave propagation)
and some associated Functional Equations (FE). From the point
of view of dynamics and control (to be specific, of dynamics
for control) both type of equations generate dynamical and
controlled dynamical systems. The functional equations may
be difference equations (in continuous time), delay-differential
(mostly of neutral type) or even integral/integro-differential. It is
possible to discuss dynamics and control either for PDE or FE
since both may be viewed as self contained mathematical objects.

A more recent topic is control of systems displaying con-
servation laws. Conservation laws are described bynonlinear
hyperbolic PDE belonging to the class “lossless” (conservative);
their dynamics and control theory is well served by the associated
energy integral. It is however not without interest to discuss
association of some FE. Lossless implies usually distortionless
propagation hence one would expect here also lumped time
delays.

The paper contains some illustrating applications from various
fields: nuclear reactors with circulating fuel, canal flows control,
overhead crane, drilling devices, without forgetting the standard
classical example of the nonhomogeneous transmission lines for
distortionless and lossless propagation. Specific features of the
control models are discussed in connection with the control
approach wherever it applies.

Index Terms—conservation laws, distortionless propagation,
time delays

I. I NTRODUCTION AND BASICS

We shall start from two elementary facts. First, any electrical
or control engineer has dealt with mathematical models where
either a complex domain term likee−τs with τ > 0, s ∈ C, or
a time domain term likeu(t− τ), whereu was some signal,
were present. Such models were calledtime delayor time
lag systems. A more involved interest to such systems would
inevitably have sent to some reference about the underlying
equations of these models - theequations with deviating
argument. A still more involved interest would have sent to
the question concerning origins of these equations; interesting
enough, the first differential equation with deviating argument,
reported in [1], was published by Johann (Jean) Bernoulli in
1728 [2] and reads as

y′(t) = y(t− 1) (1)

As the title of this paper shows, this equation appears to
be associated to a partial differential equation of hyperbolic
type - the string equation. Even if the association seems to be
mistaken in this paper, it sends nevertheless to the second ele-
mentary fact, less known, that propagation is associated to time
delay. In order to explain this, we shall discuss a special case of
propagation - thelossless propagation.By lossless propagation
it is understood the phenomenon associated with long (in
a definite sense) transmission lines for physical signals. In
electrical and electronic engineering there are considered in
various applications circuit structures consisting of multipoles
connected through LC transmission lines (With respect to this
a long list of references may be provided, starting with a
pioneering paper of [3] and going up to a quite recent book
of [4]). The lossless propagation occurs also for non-electric
signals as water, steam or gas flows and pressures. With respect
to this we may cite the pioneering (but almost forgotten)
papers of [5], [6] on steam pipes for combined heat-electricity
generation, the long list of papers dealing with waterhammer
and many other. In order to illustrate these assertions, we shall
consider one of the early benchmark problems, the nonlinear
circuit containing a tunnel diode and a lossless transmission -
the so called Nagumo-Shimura circuit (fig.1)

 R0

 E(t)

 LS  CS

 ik( ,t)

vk( ,t) 

 C f(vk)

0 1

+

Fig. 1. Oscillator (Nagumo - Shimura circuit)

This circuit is described by the equations
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Ls

∂i

∂t
= − ∂v

∂λ
, Cs

∂v

∂t
= − ∂i

∂λ
, 0 ≤ λ ≤ 1

E = v(0, t) +R0i(0, t)

−C d

dt
v(1, t) = −i(1, t) + ψ(v(1, t))

(2)

Proceeding in “an engineering way” we may apply formally
the Laplace transform to compute the solution of the bound-
ary value problem viewed as independent of the differential
equation but being nevertheless controlled by it. After some
elementary but tedious formal manipulation we find the fol-
lowing time dependencies

v(t) +
√

L/Ci(1, t)− ρ0v(t− 2
√
LC)+

+
√

L/Ci(1, t− 2
√
LC)) = (1 + ρ0)E(t−

√
LC)

C0
dv

dt
+ ψ(v) = i(1, t)

ρ0 = (1−R0

√

C/L)(1 +R0

√

C/L)−1

(3)

which is a differential equation coupled with a difference
equation in continuous time. A similar approach of applying
formally the Laplace transform and deducing a characteristic
equation accounting for time delays (deviating arguments was
used in the pioneering papers [5]–[7] dealing with steam pipes;
for water pipes a pioneering paper is [8] where the same
approach is applied.

It is useful to continue the investigation of the above
benchmark system by observing that the aggregate

v(t) +
√

L/Ci(1, t) ≡ u(1, t) +
√

L/Ci(1, t)

represents the so called progressive (forward) wave of the
system at the boundaryλ = 1. Since both the voltage
u(λ, t) and the currenti(λ, t) are linear combinations of
the progressive (forward) and reflected (backward) waves as
follows

u(λ, t) =
1

2
[u1(λ, t) + u2(λ, t)]

(4)

i(λ, t) =
1

2

√

C/L[u1(λ, t)− u2(λ, t)]

it is useful to express (2) in terms of these waves

∂u1
∂t

+
1√
LC

∂u1
∂λ

= 0 ,
∂u2
∂t

− 1√
LC

∂u2
∂λ

= 0

(1 +R0

√

C/L)u1(0, t) + (1−R0

√

C/L)u2(0, t) =

= 2E(t) ; u1(1, t) + u2(1, t) = 2v(t)

C0
dv

dt
+ ψ(v) =

1

2

√

C/L[u1(λ, t)− u2(λ, t)]

(5)

It is obvious that the propagation (partial differential)
equations of the two waves are decoupled; the two waves

are exactly the Riemann invariants of the problem. We may
consider now the standard version of the d’Alembert method
i.e. of integrating along the two families of characteristics

dt

dλ
= ±

√
LC (6)

Worth mentioning that there is a family of increasing charac-
teristics and one of decreasing; as (5) shows, the forward wave
should be considered along the increasing characteristics while
the backward wave along the decreasing ones. If we perform
this integration we shall find

u1(0, t) = u1(1, t+
√
LC) , u2(1, t) = u2(0, t+

√
LC) (7)

By denoting

η1(t) = u1(1, t) , η2(t) = u1(1, t) (8)

we associate to (2) the following system of equations with
delayed argument

C0
dv

dt
+ ψ(v) =

1

2

√

C

L
(η1(t)− η2(t−

√
LC))

η2(t) = −ρ0η1(t−
√
LC) + (1 + ρ0)E(t)

η1(t) = −η2(t−
√
LC) + 2v(t)

(9)

which is exactly (3) but associated in a rigorous way, starting
from the solutions of (2); even the initial conditions may be
associated in this way. Moreover, the converse association is
also possible. Using the representation formulae for the two
waves

u1(λ, t) = η1(t+ (1 − λ)
√
LC)

u2(λ, t) = η2(t+ λ
√
LC)

(10)

we may construct the solutions of (2) starting from the
solutions of (9).

To end this introductory discussion we just mention that (7)
and (10) define what is usually known aslossless propagation.
Since the two waves propagate from one boundary to the other
in finite time τ =

√
LC but without changing their waveform

(just with a pure - lumped - time delay) this propagation is
also distortionless. In the following we shall discuss both these
aspects.

II. L OSSLESS AND DISTORTIONLESS PROPAGATION

A. We shall consider again the Nagumo-Shimura circuit but
with a lossy transmission line

∂u

∂λ
+ L

∂i

∂t
+Ri = 0 ,

∂i

∂λ
+ C

∂u

∂t
+Gu = 0

R0i(0, t) + u(0, t) = E(t) , u1(t) = v(t)

C0
dv

dt
+ ψ(v) = i(1, t)

(11)
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Introducing the forward and backward waves as previously i.e.
using (4) we find

∂u1
∂t

+
1√
LC

∂u1
∂λ

+
1

2
(R/L+G/C)u1+

+
1

2
(R/L−G/C)u2 = 0

∂u2
∂t

− 1√
LC

∂u2
∂λ

− 1

2
(R/L−G/C)u1+

+
1

2
(R/L+G/C)u2 = 0

(1 +R0

√

C/L)u1(0, t)+

+(1−R0

√

C/L)u2(0, t) = 2E(t)

u1(1, t) + u2(1, t) = 2v(t)

C0
dv

dt
+ ψ(v) =

1

2

√

C

L
[u1(λ, t)− u2(λ, t)]

(12)

These equations are no longer decoupled unless the “match-
ing” condition of Heaviside is met i.e.RC = LG which
“destroys” the coupling terms

∂u1
∂t

+
1√
LC

∂u1
∂λ

+ (R/L)u1 = 0

∂u2
∂t

− 1√
LC

∂u2
∂λ

+ (R/L)u2 = 0

(13)

We introduce the new “waves”

u1(λ, t) = e−δλw1(λ, t) , u2(λ, t) = eδλw2(λ, t)

δ = R
√

C/L
(14)

to obtain a lossless-like system

∂w1

∂t
+

1√
LC

∂w1

∂λ
= 0 ,

∂w2

∂t
− 1√

LC

∂w2

∂λ
= 0

(1 +R0

√

C/L)w1(0, t) + (1−R0

√

C/L)w2(0, t) =

= 2E(t) ; e−δw1(1, t) + eδw2(1, t) = 2v(t)

C0
dv

dt
+ ψ(v) =

1

2

√

C

L
[e−δw1(1, t)− eδw2(1, t)]

(15)

Denoting now

η1(t) = w1(1, t) , η2(t) = w2(0, t) (16)

we associate to (15) the system

C0
dv

dt
+ ψ(v) =

1

2

√

C

L
[e−δη1(t)− eδη2(t−

√
LC)]

η2(t) = −ρ0η1(t−
√
LC) + (1 + ρ0)E(t)

η1(t) = −e−2δη2(t−
√
LC) + 2e−δv(t)

(17)

and an additional damping is introduced in the second differ-
ence equation. Adapting (10) to the new case, we have

u1(λ, t) = e−δλη1(t+ (1− λ)
√
LC)

(18)
u2(λ, t) = eδλη2(t+ λ

√
LC)

and it is easily seen that the progressive wave propagates
forwards fromλ = 0 to λ = 1 being retarded and damped
along the propagation while the reflected wave propagates
backwards fromλ = 1 to λ = 0 being also retarded and
damped. Since the basic waveformsηi(·) are not modified
but just retarded during propagation, the propagation is also
distortionless.

B. The natural development of the distortionless propaga-
tion is to consider the so called inhomogeneous media and
transmission lines. The theory of the waveguides is their most
straightforward application. The mathematical model of the
inhomogeneous transmission line is given by the space varying
telegraph equations [9]

− ∂v

∂λ
= r(λ)i(λ, t) + l(λ)

∂i

∂t
(19)

− ∂i

∂λ
= g(λ)v(λ, t) + c(λ)

∂v

∂t
with the standard notations, the line having lengthL. Here
l(λ) > 0, c(λ) > 0 for standard physical reasons. The
distortionless definition (op. cit.) states that

v(λ, t) = f(λ)φ(t− τ(λ)) (20)

wheref(·) is calledattenuationandτ(·) is calledpropagation
delay while φ(·) is the waveform. Two are here the remarks
to be made: i) only the progressive wave is considered i.e.
τ(λ) > 0; ii) only the voltage wave is concerned in this
basic definition (op. cit.). The first aspect means the absence
of the reflected wave; consequently the line is closed on an
impedanceZ(L) that equals the characteristic impedance of
the line. Mathematically speaking, this is a boundary condition
at λ = L. There exist also other cases of interest, for instance
the time independent voltage/curent ratio i.e. whenv(λ, t) is
given by (20) and

i(λ, t) = h(λ)φ(t − τ(λ)) (21)

i.e. when the line is resistive. Our approach includes these
cases in the general setting of the distortionless propagation.
Since (19) are exactly like (11), we introduce the Riemann
invariants by

u±(λ, t) = v(λ, t) ± a(λ)i(λ, t) (22)

or by the converse equalities

v(λ, t) =
1

2
[u+(λ, t) + u−(λ, t)]

(23)

i(λ, t) =
1

2a(λ)
[u+(λ, t) − u−(λ, t)]
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With the choicea(λ) =
√

l(λ)/c(λ) which is similar to (14)
the cross derivative terms are “destroyed” and the following
equations are obtained

−∂u
+

∂λ
=
√

l(λ)c(λ)
∂u+

∂t
+

+
1

2

(

a(λ)g(λ) +
r(λ) − a′(λ)

a(λ)

)

u+(λ, t)+

+
1

2

(

a(λ)g(λ) − r(λ) − a′(λ)

a(λ)

)

u−(λ, t)

(24)

−∂u
−

∂λ
= −

√

l(λ)c(λ)
∂u−

∂t
−

− 1

2

(

a(λ)g(λ) − r(λ) + a′(λ)

a(λ)

)

u+(λ, t)−

− 1

2

(

a(λ)g(λ) +
r(λ) + a′(λ)

a(λ)

)

u−(λ, t)

It is now rather obvious that the off-diagonal terms cannot
be canceled by the same choice of the line coefficients. This
explains the option in [9] for the distortionless propagation
forwards: such choice requires decoupling of the equation of
u1(λ, t) in (24). Therefore

a′(λ) = r(λ) − g(λ)a2(λ) (25)

which is a condition on line’s parameters. Remark thatthis is
a Riccati differential equation. Consequently the equations of
the waves become

−∂u
+

∂λ
=
√

l(λ)c(λ)
∂u+

∂t
+ a(λ)g(λ)u+(λ, t)

−∂u
−

∂λ
= −

√

l(λ)c(λ)
∂u−

∂t
− r(λ)

a(λ)
u−(λ, t)+ (26)

+(r(λ)/a(λ) − g(λ)a(λ))u+(λ, t)

Having in mind (14) we introduce the new “waves” by

u+(λ, t) = exp

(

−
∫ λ

0

g(σ)a(σ)dσ

)

w+(λ, t)

u−(λ, t) = exp

(

−
∫ 1

λ

(r(σ)/a(σ)dσ

)

w−(λ, t)

to obtain

−∂w
+

∂λ
=
√

l(λ)c(λ)
∂w+

∂t
(27)

−∂w
−

∂λ
= −

√

l(λ)c(λ)
∂w−

∂t
− β(λ)w+(λ, t)

where

β(λ) = (−r(λ)/a(λ) + g(λ)a(λ)) ×
(28)

× exp

(

−
∫ λ

0

g(σ)a(σ)dσ +

∫ 1

λ

(r(σ)/a(σ)dσ

)

We perform now integration along the characteristics to find

w+(0, t) = w+(L, t+ τ) (29)

Denoting η+(t) = w+(L, t) the following representation
formula is obtained

w+(λ, t) = η+

(

t+

∫ L

λ

√

l(µ)c(µ)dµ

)

(30)

obviously accounting for distortionless propagation of the
forward wave. For the backward wave we obtain, by integrat-
ing along the decreasing characteristics but taking also into
account (30)

w−(L, t) = w−(0, t+ τ) +
(31)

+

∫ L

0

β(σ)η+

(

t+ 2

∫ L

σ

√

l(µ)c(µ)dµ

)

dσ

Denotingη−(t) = w−(0, t + τ) the following representation
formula is obtained

w−(λ, t) = η−

(

t+

∫ λ

0

√

l(µ)c(µ)dµ

)

+

+

∫ λ

0

β(σ)η+

(

t+

∫ λ

σ

√

l(µ)c(µ)dµ +

+

∫ L

σ

√

l(µ)c(µ)dµ
)

dσ

(32)

and the propagation is clearly associated with the distortions
introduced by the integral term. To obtain distortionless of the
backward wave, it is necessary to haveβ(σ) = 0 a.e. that is
a(λ)g(λ) = r(λ)/a(λ) If a(λ) is replaced by its expression
i.e. a(λ) =

√

l(λ)/c(λ) we obtain

g(λ)
√

l(λ)/c(λ) = r(λ)
√

c(λ)/l(λ)
m (33)

g(λ)l(λ) = r(λ)c(λ)

which is exactly the Heaviside condition. However this condi-
tion is valid only for thosea(λ) satisfying (25). This gives
a′(λ) = 0 hence the ratiol(λ)/c(λ) has to be piecewise
constant on(0, L). Not only constant coefficients can ensure
distortionless propagation for both forward and backward
waves!

4

SYSTEM THEORY, CONTROL AND COMPUTING JOURNAL, VOL. 1, NO. 2, DECEMBER 2021, pp. 1-11 

 

 
 



III. T HE MULTI -WAVE CASE. APPLICATION TO THE

CIRCULATING FUEL NUCLEAR REACTORS

When several transmission lines (channels) are included in
the system, several couples of waves are present, leading to
the model of e.g. [10]

∂u

∂t
+A(λ)

∂u

∂λ
= B(λ)u , t > 0 , 0 ≤ λ ≤ L (34)

where u is a m-dimensional vector andA(λ), B(λ) are
m×m matrices. AlsoA is supposed diagonal, having distinct
diagonal elements, of whichk are strictly positive (correspond-
ing to the forward waves) andm − k are strictly negative
(corresponding to the backward waves). IfB(λ) could be also
diagonal then propagation would be distortionless, otherwise
it is not.

The structure described by (34) arises from a more general
problem. Consider a system which is symmetric in the sense of
Friedrichs which looks like (34) but withA(λ) only symmetric
(but with distinct non-zero eigenvalues). Usually a nonsingular
change of function is considered to diagonalize this matrix.
More specific, if we consider the system

∂v

∂t
+ C(λ)

∂v

∂λ
+D(λ)v = 0, (35)

let T (λ) be a nonsingular matrix such thatT−1(λ)C(λ)T (λ)
is diagonal. We takeu(λ, t) = T (λ)v(λ, t) to find

T (λ)
∂u

∂t
+ C(λ)

(

T ′(λ)u + T (λ)
∂u

∂λ

)

+

+D(λ)T (λ)u = 0

(36)

from where the form (34) is obtained withA(λ) =
T−1(λ)C(λ)T (λ) diagonal and

B(λ) = T−1(λ)(C(λ)T ′(λ) +D(λ)T (λ))

It appears that distortionless could be achieved in very special
cases whereB(λ) defined above would result also diagonal.

There exist however situations when this diagonal structure
is inherent to the basic equations. This, for instance, the case
of the circulating fuel nuclear reactor: we deal here with a
model of [11]–[13]



























































d

dt
n(t) = ρn(t) +

m
∑

i=1

βi(c̄i(t)− n(t)),

c̄i(t) =

∫ h

0

φ(η)ci(η, t)dη, i = 1,m

∂ci
∂t

+
∂ci
∂η

+ σici = σiφ(η)n(t),

ci(0, t) = ci(h, t), i = 1,m, t ≥ t0

ci(η, t0) = q0i (η), n(t0) = n0, 0 ≤ η ≤ h.

(37)

This model contains the delayed neutron equations account-
ing for the hydrodynamic equations of the circulating fuel.
We gave here also the boundary conditions which are of

periodic type. The PDE (partial differential equations) are
completely decoupled, the coupling taking place at the level
of the differential equation which is controlled by the average
values taken from the PDE’s but is itself controlling the PDE’s
in a distributed way. Also all eigenvalues ofA(λ) = I
are equal and positive hence there existm forward waves.
Integration along the characteristics and computation of the
integral of (37) - which is quite involved - gives the following
system of functional differential equations



























































dn

dt
= (ρ−

m
∑

1

βi)n(t)+

+

m
∑

i=1

βiσi

∫ 0

−h

eλσi

(

∫ h

−λ

φ(λ)φ(η + λ)dη

)

n(t+ λ)dλ

+
m
∑

i=1

βi

∫ 0

−h

eησiφ(−η)qi(t+ η)dη

qi(t+ h) = e−hσi

[

qi(t) + σi

∫ h

0

eλσiφ(λ)n(t + λ)dλ

]

.

(38)

with a corresponding system of initial conditions. Observe that
the equations forqi contain a lumped time delay accounting
for distortionless propagation while the variablen displays
a distributed delay due to the way it enters the PDE’s.
The difference equations forqi(t) show a system of FDE
(functional differential equations) of neutral type. Moreover,
if the representation formula is used

ci(η, t) = e(h−η)σi [qi(t+ h− η)−
(39)

− σi

∫ 0

−h+η

eθσiϕ(θ)n(t + h+ θ − η)dθ]

it may be observed that the propagation is distortionless
according to the definition given in the previous section.

IV. T WO CONTROL PROBLEMS

We have selected here two stabilization problems for en-
gineering systems containing elastic rods. What makes the
difference is that in the first case lossless propagation is present
while in the second the nonhomogeneous material properties
account for propagation with distortions.

A. The controlled flexible arm of unitary mass and length,
with the control at the boundaryλ = 0 is described by [14]

∂2y

∂t2
− ∂2y

∂λ2
= 0 , 0 ≤ λ ≤ 1 , t ≥ 0

∂y

∂λ
(0, t) = τ(t) ,

∂y

∂λ
(1, t) = 0

(40)

where y(λ, t) is the torsion angle andτ(t) is the boundary
control, supposed to have the form

τ(t) = −kp
[

y(0, t)−
∫ 1

0

k(λ)
∂y

∂λ
(λ, t)dλ

]

−

−kv
[

∂y

∂λ
(0, t)−

∫ 1

0

k(λ)
∂2y

∂λ∂t
(λ, t)dλ

]

(41)
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At the same time the model for stabilizing the vibrations
of a torsion beam by boundary control [15] uses the same
equations, the same control law (41) (regardless an integration
by parts) but applied at the boundaryλ = 1

∂2y

∂t2
− ∂2y

∂λ2
= 0 , 0 ≤ λ ≤ 1 , t ≥ 0

∂y

∂λ
(0, t) = 0 ,

∂y

∂λ
(1, t) = τ(t)

(42)

We shall discuss these two models - in fact a single one -
as follows. Introduce first the new functions

v(λ, t) =
∂y

∂t
(λ, t) , w(λ, t) =

∂y

∂λ
(λ, t) (43)

to obtain the standard equations

∂v

∂t
=
∂w

∂λ
,
∂w

∂t
=
∂v

∂λ

w(0, t) = τ(t) , w(1, t) = 0

(44)

and, after an integration by parts

τ(t) = −kp
[

y(1, t)−
∫ 1

0

(1 + k(λ)w(λ, t)dλ

]

−

−kv[(1 + k(0))v(0, t)− k(1)v(1, t)]−

−kv
∫ 1

0

(k(λ) + k′(λ))v(λ, t)dλ

(45)

We may now introduce the forward and backward waves

u±(λ, t) = v(λ, t) ∓ w(λ, t)

v(λ, t) = 1
2 [(u

−(λ, t) + u+(λ, t)]

w(λ, t) = 1
2 [(u

−(λ, t)− u+(λ, t)]

(46)

to obtain the equations of the lossless propagation

∂u+

∂t
= −∂u

+

∂λ
,
∂u−

∂t
=
∂u−

∂λ

u−(0, t)− u+(0, t) = 2τ(t) , u−(1, t)− u+(t) = 0

(47)

and the control re-written

τ(t) = −kp
[

y(1, t)− 1

2

∫ 1

0

(1 + k(λ)(u−(λ, t)−

−u+(λ, t)) dλ]−

− 1
2kv(1 + k(0))(u−(0, t) + u+(0, t))+

+ 1
2kvk(1)(u

−(1, t) + u+(1, t))−

− 1
2kv

∫ 1

0

(k(λ) + k′(λ))(u−(λ, t) + u+(λ, t))dλ

(48)

We left aside till now the termy(1, t) - the angle at the
control boundary - it might be considered as some dynamical

set point and, due to linearity, we take it identically 0 from
now on. We continue by integrating along the characteristics;
adapting (7) and (8) we find

u+(0, t) = u+(1, t+ 1) , u−(1, t) = u−(0, t+ 1) (49)

and may define

η+(t) = u+(1, t) , η−(t) = u−(0, t)

u+(λ, t) = η+(t+ 1− λ) , u−(λ, t) = η−(t− λ)
(50)

This allows association of the functional equations - deduced
by substituting (49), (50) in the boundary conditions of (47)

η−(t)− η+(t+ 1) = 2τ(t) , η+(t) = η−(t+ 1)

2τ(t) = kp

∫ 1

0

(1 + k(λ)(η−(t− λ) − η+(t+ 1− λ))dλ−

−kv(1 + k(0))(η−(t)− η+(t+ 1))+

+kvk(1)(η
−(t+ 1) + η+(t))−

−kv
∫ 1

0

(k(λ) + k′(λ))(η−(t− λ) + η+(t+ 1− λ))dλ

Introducing the translated functionsς±(t) = η±(t + 1) we
shall obtain

ς+(t)− ς−(t− 1) = −2τ(t) , ς−(t) = ς+(t− 1)

2τ(t) = kp

∫ 1

0

(1 + k(λ)(ς−(t− 1− λ) − ς+(t− λ))dλ−

−kv(1 + k(0))(ς−(t− 1)− ς+(t))+

+kvk(1)(ς
−(t) + ς+(t− 1))−

−kv
∫ 1

0

(k(λ) + k′(λ))(ς−(t− 1− λ) + ς+(t− λ))dλ

We may further eliminateς−(t) to obtain finally the following
integro-functional equation

ς+(t) + α1ς
+(t− 1) + α2ς

+(t− 2) =

=

∫ 0

−1

[β0(λ)ς
+(t+ λ) + β1(λ)ς

+(t− 2 + λ)]dλ
(51)

This is a quite standard linear difference equation. Its stability
may be studiedvia the characteristic equation

1 + α1e
−s + α2e

−2s =

∫ 0

−1

[β0(λ) + e−2sβ1(λ)]e
λsdλ (52)

or by associating to (51) a Liapunov functional suggested by
the energy integral of (44)-(45).

B. The control model of an overhead crane with a flexible
cable is given by [16]
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ytt − (a(s)ys)s = 0 , t > 0 , 0 < s < L

ytt(0, t) = gys(0, t) , y(L, t) = Xp(t)

Ẍp = K(a(s)y(s, t))(L, t) + u(t)

a(s) = g(s+ (m/ρ)) , K =
m+ ρL

ma(L)
=

ρ

Mg

(53)

in fact the starting model of (op.cit.) contained the boundary
conditionys(0, t) = 0, explained by the physical assumption
that the acceleration of the load mass is negligible with respect
to the gravitational accelerationg i.e. ytt(0, t)/g ≈ 0; in
fact this is not rigorous and definitely cannot be ascertained
for all t; the only valid argument is connected to singular
perturbations. For this reason we shall deal with the complete
model (53).

If the rated cable length variableσ = s/L is introduced,
then, with a slight abuse of notation, the following model
containing possible small parameters is obtained

L

g
· ρL
m
ytt −

((

1 +
ρL

m
σ

)

yσ

)

= 0 , 0 ≤ σ ≤ 1 , t > 0

L

g
ytt(0, t) = yσ(0, t) , y(1, t) = Xp(t)

L

g
Ẍp =

m

M

(

1 +
ρL

M

)

yσ(1, t) +
L

g
u(t)

(54)
A preliminary comment is useful: supposing we would like
to neglect non-uniformity of the cable parameters, this would
require the assumption that the cable mass is negligible with
respect to the carried mass i.e.ρL/m ≈ 0. However, this
will destroy the entire distributed dynamics since (54) would
become

yσσ = 0 ;
L

g
ytt(0, t) = yσ(0, t) , y(1, t) = Xp

L

g
Ẍp =

m

M
yσ(1, t) +

L

g
u(t)

(55)

We shall then havey(σ, t) = φ1(t)σ + φ0(t) which is
substituted in the boundary conditions. Therefore

L

g
φ̈0 + φ0 = Xp ; φ1 = Xp − φ0

L

g
Ẍp =

m

M
(Xp − φ0) +

L

g
u(t)

(56)

Its uncontrolled dynamics is given by the roots of the charac-
teristic equation

L

g
s2
(

L

g
s2 + 1− m

M

)

= 0 (57)

i.e. by two purely imaginary modes and a double zero mode;
this is but well known. Instead of this approach, we start by
introducing new functions and by making some other notations

v(σ, t) := yt(σ, t) , w(σ, t) := (1 + γ0σ)yσ(σ, t)

γ0 =
ρL

m
, T 2 =

L

g
, δ0 =

m

M

(58)

thus obtaining

γ0T
2vt = wσ , wt = (1 + γ0σ)vσ

T 2vt(0, t) = w(0, t) , v(1, t) = Ẋp

T 2Ẍp = δ0w(1, t) + T 2u(t)

(59)

Define further the forward and backward waves as below

v(σ, t) = u+(σ, t) + u−(σ, t)

w(σ, t) = T
√

γ0(1 + γ0σ)(u
−(σ, t) − u+(σ, t))

(60)

u+(σ, t) =
1

2

(

v(σ, t) − 1

T
√

γ0(1 + γ0σ)
w(σ, t)

)

u−(σ, t) =
1

2

(

v(σ, t) +
1

T
√

γ0(1 + γ0σ)
w(σ, t)

)

The following equations are then obtained

∂u+

∂t
+

1

T
√
γ0

√

(1 + γ0σ)
∂u+

∂t
=

=
1

T
√
γ0

· γ0
√

(1 + γ0σ)
(u− − u+)

∂u−

∂t
− 1

T
√
γ0

√

(1 + γ0σ)
∂u−

∂t
=

=
1

T
√
γ0

· γ0
√

(1 + γ0σ)
(u− − u+)

T (u−t + u+t )(0, t) =
√
γ0(u

−(0, t)− u+(0, t))

u−(1, t) + u+(1, t) = Ẋp

T Ẍp = δ0
√

γ0(1 + γ0)(u
−(1, t)− u+(1, t)) + Tu(t)

(61)

It is clear thatunder no conditions can be made this system
distortionless. We may however try to replace this system
by an approximation which would be such. To find such an
approximation, we turn back to the basic equation

ytt − (a(s)ys)s = 0

where a(·) is a sufficiently smooth function. With the new
variables

v(s, t) = yt(s, t) , w(s, t) = a(s)ys(s, t)

the first order equations of the propagation are obtained

vt = ws , wt = a(s)vs
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The forward and backward waves are defined by

v(s, t) = u−(s, t) + u+(s, t)

w(s, t) =
√

a(s)(u−(s, t)− u+(s, t))

and satisfy

u+t +
√

a(s)u+s =
a′(s)

4
√

a(s)
(u− − u+)

(62)

u−t −
√

a(s)u−s =
a′(s)

4
√

a(s)
(u− − u+)

Obviously the distortionless condition isa′(s) = 0 a.e. Since
in our casea(s) = g(s+m/ρ), a′(s) = g 6= 0. The piecewise
constant approximation is thus the only suitable. This means
approximation ofa(s) piecewise constantly in order that e.g.
the propagation time should remain constant

∫ L

0

dλ
√

a(λ)
=

N
∑

1

li√
ai

,

N
∑

1

li = L (63)

We shall not discuss here specific approximation problems
such as concatenation conditions and convergence but just take
N = 1 and write down the associated system. In this simplest
case we find

T
√
γ0

∫ 1

0

dσ√
1 + γ0σ

= T
√
γ0

1√
1 + γ1

(64)

If Td = T
√

γ0/(1 + γ1) - the propagation time - is introduced
and the cyclic variableXp is eliminated, we obtain a genuine
system of neutral type

Td
d

dt
(y+(t) + y−(t− Td)) = −γ0(y+(t)− y−(t− Td))

Td
d

dt
(y−(t) + y+(t− Td)) = γ0δ0(y

−(t)− y+(t− Td))+

+Tdu(t)

Ẋp = y−(t) + y+(t− Td)
(65)

where we denoted

y+(t) = u+(0, t) , y−(t) = u−(1, t) ,

v(σ, t) = u−(σ, t) + u+(σ, t) ,

w(σ, t) = T
√

γ0(1 + γ1)(u
−(σ, t) + u+(σ, t))

For u(t) ≡ 0 the inherent stability of (65) has been stud-
ied [17]. Its characteristic equation

(Tds+ γ0)(Tds− γ0δ0)−

−(Tds− γ0)(Tds+ γ0δ0)e
−2sTd = 0

(66)

and obviously has a zero root; if we take into account that
the outputẊp is a cyclic variable, we rediscover a fact known

from the lumped parameter case - see (57) - a double zero
root of the controlled configuration withu(t) as input andXp

as measurable control output. Since (57) has also a pair of of
purely imaginary roots, we may check for purely imaginary
roots of (66) and find them to be of the form±ıxk/Td where
xk are the positive roots of

tan x =
γ0(1− δ0)x

γ0δ0 + x2
(67)

The equation is well studied [18]: it has real roots of the
form kπ + δk where {δk}k is a positive bounded sequence
approaching 0 fork → ∞.

We have thus discovered an infinity of purely imaginary
roots; this infinity of oscillating modes is well known in the
theory of the elastic rods; mathematically, its presence can be
explained by the fact that the difference operator of (65) has
its roots onıR - the imaginary axis. Other details may be found
in [17].

V. DYNAMICS AND CONTROL FOR SYSTEMS OF

CONSERVATION LAWS

It is well known that the first applications in the field of
control for systems with distributed parameters dealt with
mainly with specific problems (e.g. pressure control in steam
pipes, water hammer in hydraulics, as already mentioned
in previous sections); however a more contemporary trend
consists in applying control theory to general structures that
may be considered as benchmark problems. Due to their broad
applications, the systems of conservation laws which describe
various physical phenomena with a single space parameter
distribution are very suitable for such applications [19]. The
systems of conservation laws are interesting also for their
nonlinear character; when linearized they reduce to the quite
well propagation equations - see [20] or the previous sections
- and, therefore, a comparison to some known results is also
available.

We shall consider in this section a system of two conserva-
tion laws onR2 (one space variable) which reads

Yt + f(Y )x = 0 (68)

whereY : [0,∞)× [0, L] 7→ Ω ⊆ R2 is the vector of the two
dependent variables andf : Ω ⊆ R

2 7→ R
2 is theflux density.

Unlike the mostly studied cases [19], the solution is defined
by the initial conditions

Y (x, 0) = Y0(x) , 0 ≤ x ≤ L (69)

and by some boundary conditions of Dirichlet type while they
may nevertheless contain some control input variables

g0(Y (0, t), u0(t)) = 0 , gL(Y (L, t), uL(t)) = 0 , t > 0
(70)

The standard problem we are approaching reads as follows
For constant control actionsui(t) ≡ ui , i = 0, L, a steady

state solution is a constant solutionY satisfying (68) and (70).
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